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The use of association rule mining techniques has become a focal point for many researchers
seeking a better understanding of consumer behavior. By analyzing the relationships be-
tween products and their placement in aisles, valuable insights can be gained into the
factors that influence product preservation in large-scale distribution environments. This
approach has the potential to inform better decision-making processes and optimize prod-
uct preservation outcomes, despite some limitations in the quality of the data available.
Additionally, a hybridization approach was adopted by incorporating transactions from
clients participating in a loyalty program to encourage large-scale distributions to gain a
better understanding of customer behavior and improve their purchasing strategies. The
goal of this research is to promote consistency between the real-world and virtual repre-
sentations of customer behavior, ultimately leading to improved purchasing outcomes for
large-scale distributions.

Keywords: product preservation; hybridation approach; loyalty program; association
rules; apriori; large-scale distribution.
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1. Introduction

The examination of customer behavior in large-scale distribution environments is a significant area
of concern for companies aiming to gain a more profound knowledge of their clientele and optimize
their processes. Association rule mining is a valuable technique for discovering valuable insights into
customer behavior, which involves identifying the correlations between items in a market basket. As-
sociation rule mining is a data mining technique that uses advanced algorithms, such as the Apriori
algorithm, to identify patterns and relationships in large datasets. By understanding the items that
customers tend to purchase together, retailers can inform their marketing strategies and improve their
inventory management. For example, they can use this information to decide which products to sell
or promote together, or to design loyalty programs and sales promotions. However, there are several
important factors to consider when utilizing association rule mining in large-scale distribution settings.
One of these factors is the preservation conditions of the products being analyzed. These conditions
can impact the quality of the products and affect customer behavior, and it is important to take them
into account when identifying relationships between items in a market basket. Another important
factor to consider is the information from loyalty program participants. This information can provide
valuable insights into customer behavior and can be incorporated into decision-making processes for
large-scale distributors. For example, it can help retailers to understand the preferences and habits of
their most loyal customers and to design marketing strategies that are tailored to these customers. In
conclusion, association rule mining is a powerful tool for improving our understanding of customer be-
havior in large-scale distribution settings. By considering factors such as the preservation conditions of
products and incorporating information from loyalty program participants, we can gain deeper insights
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into customer behavior and make more informed decisions. The aim of this study is to explore how
association rule mining techniques can enhance our understanding of customer behavior in large-scale
distribution settings, and to investigate the impact of accounting for product preservation conditions
and integrating information from loyalty program participants. The following research question is
addressed: How can association rule mining techniques be applied to analyze customer behavior, and
what is the effect of considering preservation conditions and loyalty program data?

The field of association rule mining has evolved greatly since the introduction of the first algorithm
by R. Agrawal et al. in 1993 [1|. Over the years, researchers have developed and compared various al-
gorithms, such as Apriori, AprioriTid, AprioriHybrid, RAC, MultipassApriori, Multipass-DHP, Fuzzy
Association Rules, CBAR, TopkRules, HUCI-Miner, and association rules with utility. These algo-
rithms have been used in various applications, such as text mining, data cleaning, and market basket
analysis. The most recent development in this field is an association-based method for cleaning up
outliers developed by H. Kuang et al. in 2021 [2].

To answer the research question, a comprehensive literature review will be conducted to gather infor-
mation on various association rule mining techniques and their applications in large-scale distribution
settings such as supermarkets or retail chains. The challenges and limitations of these techniques will
also be investigated, including considerations for product preservation and the analysis of purchasing
behavior for loyalty program participants. Based on these findings, a proposed solution will take into
account the preservation conditions of products and the incorporation of loyalty program participants,
providing a comprehensive approach to association rule mining in large-scale distribution settings.

The paper is structured as follows. Section 1 provides an introduction to the problem and research
question that will be addressed in this study. In Section 2, classical techniques for association rule
mining and their limitations are reviewed. Section 3 presents an approach that considers the preserva-
tion conditions of products and leverages data from customers engaged in loyalty programs to identify
item associations. This section also explains the importance of preserving the quality of products and
the role of loyalty programs in this context. In Section 4, the dataset used in the study, the algorithm
used, and the results of the analysis are described, and the findings are discussed. Section 5 provides
a conclusion and highlights the effectiveness of the approach using real-world data.

2. Related work

As the 20th century drew to a close, researchers began exploring the potential of big data and data
mining. One significant breakthrough was the introduction of the first algorithm for association rule
mining by Agrawal R. et al. in 1993 [1].

Subsequently, R. Agrawal and R. Srikant developed two new mining association rules algorithms,
Apriori and AprioriTid, which outperformed previous algorithms such as AIS and SETM. They also
suggested a hybrid algorithm, AprioriHybrid, which became the algorithm of choice for mining associ-
ation rules on very important databases [3].

In 1998, B. Liu et al. integrated classification and association rules in an algorithm that generated
all class association rules (RAC) and developed an accurate classifier. This solution addressed several
problems that existed in current classification systems [4].

D. Holt and M. Chung developed two new algorithms, MultipassApriori and Multipass-DHP, in
1999 to detect hidden associations between words in textual databases. These algorithms were com-
pared with existing algorithms such as Direct Hashing and Pruning, and Apriori, and were proven
effective in large textual databases [5].

G. Chen and Q. Wei introduced fuzzy rules of association with linguistic barriers to express mean-
ingful knowledge in a more natural and abstract manner in 2002 [6].

X. Wu et al. developed an effective method for extracting positive and negative association rules
using a pruning strategy and a measure of interest in 2004 [7].
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Yang et al. used Hadoop’s MapReduce model for parallelizing Apriori to process large datasets with
high numbers of nodes on the Hadoop platform in 2010 [8].

In 2012, Fournier-Viger et al. suggested an algorithm known as TopkRules that solved the problem
of generating too many rules by mining association rules [9].

J. Sahoo et al. proposed a compressed representation for association rules with minimum antecedent
and maximum consequence, generated using high utility closed itemsets (HUCI) and their genera-
tors in 2015. They suggested algorithms for generating non-redundant association rules and utility-
based methods for rebuilding all association rules, which were implemented using synthetic and real
datasets [10].

J. Wu et al. suggested a new approach that used a different combination of high-frequency and low-
frequency objects, combining utility with frequency to derive different association rules to properly
process low frequency elements in a transaction database in 2018 [11].

Y. Unvan used association rules to carry out a market basket analysis in 2020 and observed that
using the Apriori and FP Growth algorithms to generate rules allowed for better product placement
in supermarkets and resulted in increased sales and revenue [12].

In 2021, H. Kuang et al. developed an association-based method for cleaning up outliers using
DBSCAN, k-means, and Apriori techniques to detect outliers, resulting in a smaller MAE and RSME
and better results than the decision tree and GBDT algorithms [2].

Most recently, in 2022, F. Antonello et al. introduced a new measure to assess association rules that
were retrieved from alarm data for the purpose of identifying FDEPs. This new metric is highly efficient
and saves time, unlike conventional association rule metrics. The effectiveness of this new metric was
demonstrated through its application to association rules created from databases of simulated alerts
and databases of large-scale alarms gathered at CERN’s CTI in 2016 [13].

Agrawal, Imielinski, and Swami (AIS). This algorithm generates all the significant association
rules between the elements of a large database of customer transactions. Its goal is finding the larger
items in the previous| pass for each new transaction [1].

Apriori algorithm. Apriori is used for the frequent exploration of sets of elements and the learning
of association rules on relational databases. To do so the algorithm mentioned beforehand, starts by
firstly determining the most common individual elements in the database. Secondly, by expanding
them to an enormous set of elements. As long as these sets of elements appear sufficiently often in the
database [3].

AprioriTID algorithm. AprioriTID considered as a variant of our third algorithm. It is an
algorithm that discovers frequent objects in a transaction database. It was proposed in the same
article as Apriori, but the difference is that AproriTID uses a different mechanism for counting items
support [3].

SET-oriented Mining of Association rules (SETM). The second algorithm takes into account
the support for individual items. It also identifies which items are important or frequent in the database,
preserving the TID transaction symbol of the generation group share, then it extends the large itemsets
of the previous pass in order to generate the candidate itemsets [14].

Direct Hashing and Pruning (DHP). The DHP method developed by M. Houtsma et al. [15]
is utilized to boost the Apriori algorithm’s performance. To achieve this goal, it uses the hash function
to minimize the size of the candidate item set.

FP-Growth. J. Han et al. [16] developed the FP-Growth algorithm, that lets its users find sets of
frequent items without using candidate generations. The essence of this method is the use of a special
data structure called Frequent Pattern Tree (FP-Tree), which holds the association information of the
element sets.

CBAR algorithm. To aid in the finding of big datasets, the CBAR method generates cluster
tables. It only requires one database analysis, followed by contrasts with the partial cluster tables; all
of this guarantees the accuracy of the results extraction [17].
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3. New method for identifying item associations in large-scale distribution

The new approach for identifying item associations in large-scale distribution incorporates data from
customers who are engaged in loyalty programs, enabling a more comprehensive understanding of
customer behavior and purchasing patterns.

To analyze the relationships between products within the same row or aisle, as well as between dif-
ferent aisles, we use association rule mining techniques. This allows identification of hidden associations
between products and better understanding of the factors that influence product preservation.

The hybrid approach combines traditional data analysis with insights gained from customer trans-
actions, resulting in a more accurate representation of real-world customer behavior. Large-scale
distributions can use this information to make more informed decisions about product placement and
optimize their purchasing strategies.

By focusing on preservation conditions and relationships between products and their placement in
aisles, valuable insights are provided into the factors that impact product preservation. This can help
large-scale distributions reduce waste and improve the efficiency of their operations.

Overall, the new method for identifying item associations in large-scale distribution offers a unique
perspective and added value compared to traditional approaches. Utilizing data from loyalty programs
and taking into account the preservation conditions of products aims to contribute to the development
of more effective and efficient merchandising practices in the retail industry.

4. Results and discussion

4.1. Dataset

The dataset is a relational collection of files that track consumer orders over time [18]|. It includes
over 3 million orders from over 200000 people. We have the sequence of the items purchased at each
order for each user, together with the week and time of day the order was placed, as well as a relative
estima

r2yons.cov order_products_prior.csv
+aisle_id:int —
+aisle:String #order_|d..mt'
#product_id:int
commandes.csv +add_to_cart_order:int
departements.csv +order_id:int +reordered:boolean 0-1
+department_id:int +user_id:int
+department:String +eval_set:prior/train/test
+order_number:int
e order_products_train.csv

+order_hour_of_day:int [0:23]

duits. —
PIOCUIES €Y, +day_since_prior_order: int [0:30] or NA #order_ldllnt.
+product_id:int _ = = #product_id:int
+product_name:String +add_to_cart_order:int
#aisle_id:int +reordered:boolean 0-1

#department_id:int

Fig. 1. Data model.

We merged order products train and order products prior as product orders for analysis. We
integrated this data with orders products based on order id, product id, aisle id, and department id
and built the following database with over 30 million rows and 15 columns.

Each row represents an item in a customer’s order, and each column provides information about
the item, as described below (see Table 1):

Order id (oid): The unique identifier for the customer’s order.
Product id (pid): The unique identifier for the product.
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Add to cart order (cart): The order in which the item was added to the customer’s cart.

Reordered (reorder): A binary indicator (0 or 1) that indicates whether the item has been ordered
by the customer before.

Product name (pname): The name of the product.

Aisle id (aisle id): The unique identifier for the aisle where the product is located in the store.

Department id (dept id): The unique identifier for the department where the product is located
in the store.

Aisle (aisle): The name of the aisle where the product is located in the store.

Department (dept): The name of the department where the product is located in the store.

User id (uid): The unique identifier for the customer.

Eval set (eval): A categorical variable (train, test, or prior) that indicates whether the item is part
of the customer’s training set, test set, or prior purchases.

Order number (onum): The order number in which the customer placed the order.

Order dow (dow): The day of the week on which the customer placed the order (0 = Saturday, 1
= Sunday, etc.).

Order hof (hof): The hour of the day at which the customer placed the order.

Days since prior order (dspo): The number of days since the customer’s previous order.

4.2. Apriori algorithm

The Apriori algorithm is a popular algorithm used in association rule mining to discover interesting
relationships between items in a transactional database. The algorithm works by finding frequent
itemsets, i.e., sets of items that occur together frequently in the database [3].

Algorithm. The algorithm [3] consists of two main phases:

1. Support Counting: In this phase, the algorithm scans the database to count the frequency of
each item. The frequent items, i.e., items whose frequency is above a user-defined threshold, are
retained for the next phase. The algorithm then generates candidate itemsets of size two, i.e., pairs
of frequent items, and counts their frequency in the database. Again, only the frequent itemsets
are retained for the next phase. This process is repeated until no new frequent itemsets are found.

2. Rule Generation: In this phase, the algorithm generates association rules from the frequent
itemsets. An association rule is a statement of the form A — B, where A and B are sets of items.
The rule states that if a transaction contains all the items in A, then it is likely to contain all the
items in B as well. The algorithm generates rules with a minimum confidence threshold, which is
a measure of the reliability of the rule. The confidence of a rule A — B is defined as:

support(A U B)
support(A)

conf(A — B) =

where support(AU B) is the frequency of the itemset AU B in the database, and support(A) is the
frequency of the itemset A in the database. The confidence measures the percentage of transactions
containing all the items in A that also contain all the items in B.
The algorithm also computes the lift of each rule, which is a measure of the strength of the associ-
ation between A and B. The lift of a rule A — B is defined as:
lift(A — B) = support(A U B) .
support(A) x support(B)

The lift measures the ratio of the observed support of A and B to the expected support if A and B
were independent. If the lift is greater than 1, it indicates a positive association between A and B.

Input and output. The input to the algorithm is a database of transactions, where each trans-
action is a set of items. The output of the algorithm is a set of association rules that meet the
user-defined minimum support and confidence thresholds. These rules can be used to discover inter-
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esting relationships between items in the database, such as “people who buy diapers are also likely to
buy beer” [3].

Deciding Association. To determine if two items A and B are associated, the Apriori algorithm
considers the support, confidence, and lift of the rule A — B. A high support value for the itemset
AU B indicates that the combination of A and B occurs frequently in the database. A high confidence
value for the rule A — B indicates that the probability of B being purchased given that A is purchased
is high. In addition to support and confidence, the lift value of the rule is also considered. If the lift
value of A — B is greater than 1, it indicates a positive correlation between the purchase of A and B. If
it is less than 1, it indicates a negative correlation, and if it is equal to 1, it indicates no correlation [3].

Results. The aim of the work is to assist supermarkets in improving merchandising, product
placement, and the overall customer experience in order to increase satisfaction, loyalty, and ultimately,
the return on investment. By taking into account the different conditions of conservation of the products
being analyzed, the work offers added value and a unique perspective on the associations between
these products. In particular, the focus is on the associations between products that are located in
the same rows or aisles, rather than looking at more general associations between all products in the
store. By analyzing these more specific relationships, the goal is to identify patterns and trends that
can inform strategies for improving merchandising, product placement, and the customer experience
in supermarkets. Overall, the aim is to provide valuable insights and recommendations that can
help supermarkets to optimize their operations and improve their performance. By focusing on the
conditions of conservation of products and the associations between products located in the same rows,
this work aims to contribute to the development of more effective and efficient merchandising practices
in the retail industry.

Table 2. Association Rules between products of the same aisle.

Productl Product2 Support | Confidence | Lift
0 | Organic Baby Spinach | Bag of Organic Bananas | 0.007 0.133 3.704
1 | Organic Hass Avocado | Bag of Organic Bananas | 0.009 0.164 5.197
2 | Organic Raspberries Bag of Organic Bananas | 0.006 0.107 5.255
3 | Organic Strawberries | Bag of Organic Bananas | 0.009 0.164 4.161
4 | Cucumber Kirby Banana 0.005 0.067 4.692
5 | Large Lemon Banana 0.006 0.088 3.813
6 | Banana Limes 0.005 0.067 3.216
7 | Organic Avocado Banana 0.008 0.113 4.301
8 | Organic Baby Spinach | Banana 0.008 0.109 3.022
9 | Organic Fuji Apple Banana 0.005 0.072 5.392
10 | Organic Hass Avocado | Banana 0.005 0.065 2.075
11 | Organic Strawberries | Banana 0.008 0.119 3.016
12 | Strawberries Banana 0.006 0.088 4.117
13 | Organic Baby Spinach | Organic Avocado 0.005 0.175 4.874
14 | Organic Baby Spinach | Organic Hass Avocado 0.005 0.144 4.552
15 | Organic Baby Spinach | Organic Strawberries 0.006 0.158 4.014
16 | Organic Hass Avocado | Organic Strawberries 0.006 0.192 4.868
17 | Organic Raspberries Organic Strawberries 0.005 0.249 6.329

We used the apriori algorithm of the Mlxtend python library (machine learning extensions) to find

related items in the same aisle, which resulted in the following relations.

Moving on to a more general case, consider the relationships between the various aisles of our

supermarket’s same department.
Finally, we were able to develop relationships between departments.
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Table 3. Association Rules between the aisles.

Aislel Aisle2 Support | Confidence | Lift
0 milk eggs 0.010 0.349 6.734
1 | yogurt eggs 0.011 0.363 6.480
2 | fresh herbs fresh fruits 0.015 0.126 6.320
3 | fresh fruits fresh vegetables 0.068 0.571 6.039
4 | fresh fruits packaged vegetables fruits | 0.058 0.487 6.220
5 | fresh herbs fresh vegetables 0.017 0.845 8.929
6 | fresh herbs packaged vegetables fruits | 0.011 0.563 7.192
7 | packaged vegetables fruits | fresh vegetables 0.050 0.529 6.764
8 milk packaged cheese 0.017 0.321 6.549
9 | yogurt milk 0.020 0.391 6.981
10 | yogurt packaged cheese 0.019 0.380 6.789
11 | yogurt soy lactosefree 0.012 0.340 6.072
12 | fresh herbs fresh fruits 0.013 0.111 6.592
13 | fresh fruits packaged vegetables fruits | 0.040 0.336 6.717
14 | fresh herbs packaged vegetables fruits | 0.010 0.503 10.044

Table 4. Association rules between the departments.

departmentl | department2 Support | Confidence | Lift
0 babies beverages 0.011 0.407 2.079
1 babies dairy eggs 0.014 0.583 2.191
2 babies deli 0.011 0.606 2.242
3 babies dry goods pasta | 0.011 0.207 2.156
4 babies produce 0.012 0.574 2.289
105 | produce snacks 0.014 0.094 2.350
106 | snacks bakery 0.012 0.150 2.015
107 | snacks frozen 0.015 0.184 2.566
108 | snacks household 0.018 0.126 2.412
109 | snacks pantry 0.015 0.393 2.673

4.3. Discussion

In recent years, many corporations have been optimizing their resources and minimizing waste by
identifying partnerships between items based on various characteristics. While similar items are often
associated with each other, our approach in this work is to also consider the association between items
and aisles in large-scale distribution settings.

Our analysis aims to identify broad correlations between items to inform strategies for selling or
promoting these items together, thereby increasing sales and improving the customer experience by of-
fering unique deals or highlighting complementary products. We also consider the specific preservation
conditions that impact the products being analyzed, as some products sold alongside each other may
not always be compatible with the same preservation conditions. This led us to identify correlations
between items and the aisles in which they are located, providing us with a better understanding of
the factors that influence product preservation in these settings.

In addition, we analyze the aisles with low or very low purchase rates, which may contain unrelated
goods contributing to low returns on investment. To address this issue, we recommend making these
aisles more visible to customers or rearranging the products to improve stock management and reduce
losses. Our approach builds on previous works that have developed association rules algorithms, such
as Apriori and AprioriTid, and used them to carry out market basket analyses that led to better
product placement in supermarkets and increased sales and revenue [3,12].
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5. Conclusion

The new approach presented in this work for identifying item associations in large-scale distribution
settings is a unique and valuable contribution to the retail industry. By leveraging data from customers
engaged in loyalty programs and using association rule mining techniques, this approach offers a more
comprehensive understanding of customer behavior and purchasing patterns. Moreover, the focus on
preservation conditions and the relationships between products and their placement in aisles provides
valuable insights into factors that impact product preservation and can help reduce waste and improve
efficiency.

This hybrid approach, combining traditional data analysis with customer transaction insights, offers
a more accurate representation of real-world customer behavior and can lead to more informed decisions
about product placement and optimization of purchasing strategies.

Looking to the future, this approach has significant potential for improving merchandising practices
in the retail industry. By providing retailers with more accurate insights into customer behavior, the
approach can help retailers to increase sales, improve the customer experience, and reduce waste.
As more retailers adopt this approach and incorporate customer transaction data, the benefits to
the industry will become even more apparent. Furthermore, advances in data analytics and machine
learning can further improve the accuracy and efficiency of this approach, leading to even more effective
merchandising practices in the future.
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MO3B’SI3KH MiXK MPOJYKTAMHU Ta IX PO3MIIEHHSM Yy IIPOXOJAaX, MOYXKHA OTPUMATH I[IHHY
indopmariito mpo GpaKkToOpH, SKi BILIMBAIOTH Ha 30€PEKEHHST MMPOIYKTIB ¥ BEJTUKOMACIITA0-
HUX CEpeOBUINaxX po3noBciomKenHs. [leil minxin MoXKe MOKPAIIUTH IIPOIECH IPUAHATTS
piltens i onTuUMi3yBaTH pe3yabTaT 30epeKeHHsT TPOAYKTiB, HE3BaKAIOUN Ha JesTKi oOMe-
JKEHHSI B fIKOCT] IOCTYyIHUX JaHuX. KpiM Toro, 6yJsi0 npuitHaTo ribpuaHuil miaxis BKIIOYeH-
Hsl TPAH3AKIIA BiJ KI€HTIB, fKi OEPYyTh y4IacTh y IPOrpaMi JOSJIBHOCTI, 00 3a0XOTUTH
MTAPOKOMACIITAOHI PO3MOBCIO/IZKEHHST Ta, Kpallle 3PO3yMITH MOBEIIHKY KJIE€HTIB i mMoKpa-
muTH iXHi cTpaTteril Kymisiai. MeToo 1boro J0C/TiI2KeHHST € CIPUSHHS y3TO/IKEHOCTI MizK
PeaJIbHUM 1 BipTYaJIbHUM ySBJIEHHSIMU IIPO MTOBEIIHKY KJII€HTIB, 110 B KIHIIEBOMY ITiJICYyMKY
[pu3Be/ie 10 MOKPAIIEHHsT PE3yJIbTATIB KYIIBJIl /JIsi BEJIMKOMACIITAOHUX JUCTPUOYITIHA.

Knrouosi cnoBa: s6epeoicerms npodyxuyit; 2i6pudnuti nidxid; npoepama A0ANHOCE; NPa-
BUNA GCOULAUTE; aNPIOPL; UWUPOKOMACWIMAOHE TOULUDEHH.
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