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The objective of the current paper is to investigate the dynamics of a new predator—prey
model, where the prey species obeys the law of logistic growth and is subjected to a non-
smooth switched harvest: when the density of the prey is below a switched value, the
harvest has a linear rate. Otherwise, the harvesting rate is constant. The equilibria of
the proposed system are described, and the boundedness of its solutions is examined. We
discuss the existence of periodic solutions; we show the appearance of two limit cycles, an
unstable inner limit cycle and a stable outer one. As the values of the model parameters
vary, several kinds of bifurcation for the model are detected, such as transcritical, saddle—
node, and Hopf bifurcations. Finally, some numerical examples of the model are performed
to confirm the theoretical results obtained.
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1. Introduction

Predator—prey systems have long been and will continue to be one of the most important population
models that have received extensive attention in both environmental and mathematical ecology [1].
Since the advent of the historic Lotka—Volterra model, this field has attracted many researchers who
not only improved their models but also studied and added many more aspects affecting the dynamics
of populations [2-12] and wanted to know what models can best represent species interactions.

Different types of predator—prey systems exist that model the dynamics of populations in which
two species interact. In the simplest form, the interaction between predators and preys can be modeled
by the following differential system with logistic growth of prey [13]

{:t =rx <1 — %) —azxy, (1)
§=y(—d+cn),

where z(t) and y(t) represent the densities of the prey and predator species at time ¢, respectively.
The parameters r, k, a, ¢ and d are all positive constants. The variable r is the intrinsic growth rate
of the prey without predation and carrying capacity k. The amount of prey consumed by a predator
per unit of time is given by az, where a denotes the rate of predation. The factor ¢ indicates the
predator’s growth rate due to its predation and d represents the natural death rate of the predator.
The dynamical behavior of the model (1) is well-known and relatively simple: as k < %, the boundary
equilibrium (k,0) with the predator going extinct, is globally asymptotically stable, and no positive
equilibrium exists for the prey-predator interaction. As k > %l, the boundary equilibrium (k,0) is

an unstable saddle point, and there exists a positive coexistence equilibrium (4, Z(1 — c%)), which is

Y
globally asymptotically stable. Using k as a bifurcation value, a transcriticalcb?furcation occurs at
k= %. Notice that model (1) has no limit cycle.

To enrich the model (1), many researchers modify the nonlinear functional response and add some
other elements such as: toxicity [14], pollution [15], the Allee effect [16], refuge [17], etc. As harvesting
is an important and effective method to prevent and control the explosive growth of predators or preys
when they are enough, it is reasonable and necessary to introduce the harvest of populations into

models.
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Several forms of harvesting in predator—prey models have been widely studied. Researchers have
added the harvest to the prey component [4,10,18] or to the predator [5,8,11,19] or to both species
simultaneously [20-22]. The most common one of these harvesting forms is a nonzero constant or a
linear harvesting rate. Many authors have studied the problem of predator—prey interactions under
the constant or linear rate of harvesting of either species or both species simultaneously: Xiao and
Jennings [10], Xiao et al. [11] have studied the dynamics of ratio-dependent predator-prey models
with constant harvesting rates. Vijayalakshmi and Senthamarai [22], Xiao and Cao [9], Y. Zhang and
Q. Zhang [12], have investigated a predator-prey model with a linear harvesting rate. Models studied
with linear or constant harvesting rates exhibit far richer and more complex dynamics compared to
the models with no harvesting. Moreover, the two kinds of harvesting rates have their own advantages
as well as disadvantages in the dynamic evolution of a population that is subject to it. Bing Li et
al. [6] have studied a new predator-prey model with non-smooth switched harvest on the predator.
They have constructed a new type of harvesting rate that combines the advantages of both linear and
constant harvesting rates. Their model presents new dynamical features compared to those with a
linear harvesting rate or a constant harvesting rate; they have obtained interesting results, such as the
existence and stability of multiple equilibria, the existence of two limit cycles and the appearance of
various bifurcations.

Motivated by the idea used in [6], in the present paper, we propose a predator—prey model (1)
with non-smooth switched harvest on the prey, we assume that the predator in the model (1) is not
of commercial importance and the prey is continuously being harvested at a linear harvesting rate if
his density is below a switched value, and at a constant harvesting rate, otherwise. We show that this
model has rich dynamics.

This paper is organized as follows: in Section 2, we present the mathematical model formulation.
In Section 3, we give some basic results; we prove that the solutions of the system are bounded, which,
in turn, implies that the system is biologically well-behaved. Furthermore, we explore the dynamics
of the proposed model by examining the existence and the stability of the equilibrium points. We
show the existence of limit cycles, and we analyze different bifurcations. In Section 4, we present some
numerical examples to illustrate and confirm the established results. A brief discussion about the
obtained results is given finally in Section 5.

2. Model formulation

0.025 In this section, we aim to develop the predator—prey
model (1) by introducing the following harvesting func-
tion H(z) on the prey component,

0.020 % —————- ;
me if 0<z<7z,
H(z) = : _ (2)
h if x>z,
0.015-
where m and Z are positive real numbers such that, m
H(x)

represents the rate of harvesting, T is the threshold value
0.010 and h = mZ denotes the harvesting threshold value.

We assume that the harvesting rate is proportional to
the prey population size until it reaches a threshold value

0000 due to limited facilities of harvesting or resource protec-
tion. The harvesting rate will then be kept as a constant.
0 ‘ : : We implement the harvesting function (2) in a
0 oL, 02 03 predator—prey model (1), we obtain the following system
Fig. 1. Harvesting function for z = 0.1, m = T
0.2, and h = 0.02. {:ﬂ =TT (1 - E) —ary — H(x), 3)
y=y(—d+ cx).
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Model (3), when 0 < z < 7, is
x
e (1 _) ~ay - ma,
T=rx ( . axy — mx ()
Y= y(_d + Cl’),
and when z > 7, is

{izrm(l—%)—a:ny—h, 5)

¥y =y(—d+ cx).

3. Mathematical analysis and main results

The main concern of this paper is to study the dynamical behaviors of predator—prey model (3); for
biological considerations, we are only interested in the dynamics of model (3) in the first quadrant Ri,
we consider only the biologically meaningful initial conditions, z(0) > 0 and y(0) > 0.

3.1. Boundedness of solutions of (3)

First, we show that all solutions of (3) starting in R% are bounded.

Theorem 1. All solutions of system (3) with positive initial conditions are positive for all t > 0 and
ultimately bounded, and the set

ck
— R2 < Ik d 2
S {(ac,y) eRL, cx +ay 4rd(r+ ) }
is positive invariant for system (3).

Proof. For positive initial conditions (zo,y0) = (x(0),y(0)), it is easy to see that (t) > 0 and y(¢t) > 0
for all ¢t > 0.
Let w(t) = cx(t) + ay(t). For each ¢ > 0, we have
) ck
b+ o< Pt 02 - ylata - o)), (0

If we choose ¢ < d, then right hand side of (6) is bounded for all (z,y) € Rﬁ_. Thus we have W+ (w < p
where p = % (r + d)? > 0.
Applying the theory of differential inequality [23], we get
I —Ct —Ct
< = — .
0 <w(t) < c (1 e ) +w(0)e

We show that
) w(0)e™*! < max {%,w(O)} . (7)

If (zo,90) is in S, then w(0) and by (7), w(t) < & for all ¢ > 0.

1
c(1-e
S6a

Therefore, (x(t),y(t)) € S, Vt > 0. [
3.2. Equilibria and their stability

In this part, we determine the equilibria of system (3) and their stability in the quadrant Ra_. We can
see that there exists a non-negative equilibrium of system (3) if and only if the equations

(=d+cx)=0

have a pair of non-negative real solutions (z,y).

3.2.1. Equilibrium points for 0 < z < &

Proposition 1. When the number of preys is less than the threshold value, the system (3) has three
equilibria:
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1) Po = ( 70).
2) pr=(k(1-7),0);
3) pr= (2" y");
where z* %andy 21— @)—%

Their existence in the first quadrant Rﬁ_, for 0 < x < T depends on the following conditions:
) ifr(1—%F)<m<r, P hesinRi,
ii) ifm<r(1—%) and < Z, p* lies in R%.

The equilibrium pg represents the extinction of both predator and prey species, which always
exists. The equilibrium p; indicates the persistence of the prey population in the absence of predator
population and the equilibrium p* represents the coexistence of both prey and predator species.

Now, we study the dynamics of system (3) in the neighborhood of each equilibrium. When 0 < z <
Z, the dynamics of system (3) in the neighborhood of an equilibrium comes directly from the property
of eigenvalues of the Jacobian matrix

~ r(l—2 —ay—m —ax
151(3372/): < ( k)Cy —d—l—CI‘)'

Proposition 2. In system (3):

1) pp is an unstable saddle point, when m < r;
2) po is a stable node, when m > r;

3) p1 is an unstable saddle point, when m < r(1 — 4);
4) p d

is a stable node, when m > r(1 — ).

Remark 1. When m = r(1 — %), we will show that there exists a bifurcation at p;, depending on
further conditions discussed in subsection 3.4.

The analysis of the stability of p* = (%, 21— %) — M) can be accomplished by analyzing the

trace-determinant plane (71, D;) of its Jacobian, where
dr

T1=——<0 and D;=acz*y".
ck

The positive equilibrium p* exists in Ri if and only if m < r(1— c%) and % < &, therefore D; > 0. Thus
all eigenvalues of matrix J;(p*) have negative real parts. It follows that p* is locally asymptotically
stable. Moreover, we have the following result.

Theorem 2. The positive equilibrium p* of system (3) is globally asymptotically stable.
Proof. We show the global stability of p* = (z*,y*) by constructing a suitable Lyapunov function
t t t t
V(t) = cx™ <i*) — log 3:(*) — 1> + ay* <y(*) — log y(*) — 1> .
x x Y Y

it can be easily verified that the function V is zero at the equilibrium point (z*,y*), and is positive for
all other positive values of x and y, thus V is positive definite.
The time derivative along the trajectories of system (3) is,

av(t) x*\ dz y*\ dy
hak VA I i 1212
dt C< x)dt+a< y)dt

dV(t)

Clearly < 0 for all ¢ > 0, thus it is negative semi-definite. Furthermore, it can be verified that

dZ—E) is zero if and only if z = z*, and by the first equation of system (4), we get y = y*. By the
LaSalle invariance principle [24], all the solutions starting in ]R%r approach the equilibrium point p*,

and it is globally asymptotically stable. ]
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3.2.2. Equilibrium points when x > &

When the number of preys is above the threshold value, the system (3) has at most three equilibria.
Therefore, we have the following proposition which describes the number and location of equilibria of
system (3), when z > z. We define

_ k _ d d _ — T ~ o d2
me=h m=w(-4), m=re(-§), b=
Proposition 3. Assume Z < % System (3) in the first quadrant Ri with = > Z, has:
1) no positive equilibrium, if h > hq;

2) a unique equilibrium, ¢y = (%,O), if h=h;

3) two equilibria, ¢; = (2},0) and g2 = (2%, 0) with 2} = %ﬁk—%) and =, = %w,

if hg < h < hy and h > hg;

4) three equilibria, ¢; = (2},0), g2 = (25,0) and ¢* = (Z,9) with & = %l and § = (1— c%) — Z—Z,
if h < hi, ¢ > 7 and hy < h < hy.

Now, we study the stability properties of the equilibria ¢g, g1, ¢2 and g¢*.

The Jacobian matrix of system (3) for = > Z, is given by

~ r(l—22) —q —ax
Saley) = ( ( cky) ’ —d+c:v>‘

The equilibrium point gy is nonhyperbolic and we have the following theorem.
Theorem 3. The equilibrium qq is: (1) a saddle-node if —d + % # 0, (2) a saddle if —d + % = 0.
Proof. The two eigenvalues of the Jacobian J2(qo) are: Ay = 0 and Ay = —d + % To determine

the dynamics of system (3) in the neighborhood of the equilibrium ¢y = (%,0), we first translate the

equilibrium ¢g = (%, 0) of system (3) to the origin. Then system (3) becomes

v k 2
X = -9Y —aXY - X%, ©
Y = (=d+ %)Y +cXY,

WhereX:x—gandY:y.
First, if —d + % = 0, then there exists a smooth nonsingular transformation
u=X+ 5%5Y,
v=Y
such that system (9) becomes

= Ai(u,v), (10)
0= v+ Bi(u,v),

where A = —d+%, A (u,v) = —Fu?— <% + % - “zl)‘f;c) 2+ (% + % — q) wv and By (u,v) = cuv—
‘5—%{%2 are analytic functions in a neighborhood of (0,0). From straightforward analysis of system (10),
the equilibrium (0,0) of (10) is a saddle-node by [25] (Theorem 2.19, chapter 2). This implies the
equilibrium ¢p = (%, 0) of system (3) is a saddle-node (Figure 2a and 2c).

If —d+ % = 0, then both eigenvalues of the matrix J2(qo) are zero. Note that the matrix Ja(qo) is

not zero matrix. Thus, system (9) can be transformed to

{?:L:’U—FAQ(U,U), (11)
0 = Ba(u,v),
where As(u,v) = 2uv+ %1& and Bs(u,v) = =2y are analytic functions in a neighborhood of (0,0).
From [25] (Theorem 3.5, chapter 3), the equilibrium (0,0) of system (11) is a saddle. This implies the
equilibrium ¢p = (%, 0) of system (3) is a saddle (Figure 2b). n

By looking for the characteristic roots to the linearized equation of (3), at equlibria ¢; and g2, we
get the following result.
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0.0104 0.00151 0.0154
0008 0.00101
0.0005 0.0104
0.006-
] 9
y(t) y(t) 0 y(t)
0.004-
-0.00051 0.0054
0.002-
-0.00101
0-| q, -0.00151 04 q,
0 0.1 0.2 0.3 0.4 0 0.1 0.2 0.3 0.4 0 0.1 0.2 0.3
x(t) x(t) x(t)
a b c

Fig. 2. The phase portrait of system (3) with equilibrium go: (a) 02—]“ —d<0;(b) % —d=0;(c) % —d>0.

Proposition 4. The equilibrium ¢ is:

(1) an unstable node, if & > hy and ¢ < £; (2) a saddle point, if & > hy and ¢ > & or if h < hy.
The equilibrium g is:

(3) a stable node, if h > hy and ¢ > £; (4) a saddle point, if & > hy and ¢ < & or if h < hy.

Now, we investigate the stability of the equilibrium ¢* = (%l, z (1 - %) - %) The trace (72) and
the determinant (Ds) of the Jacobian Jo2(g¢*), are
ng%—’é—i and Dgzdr(l—%)—hc.
The analysis of the stability of ¢* can be accomplished by analyzing the trace-determinant plane. The

positive equilibrium ¢* exists in Ri if and only if A < min{hy, ho}, therefore Dy > 0. Then we have
the following.

Proposition 5. The positive equilibrium ¢* of system (3) is,
1) an unstable focus or node if h > h;

2) a weak focus if h = h; R
3) asymptotically stable if h < h.

3.3. Existence of limit cycles

Since the existence of limit cycles in dynamical systems plays an important role in determining the
dynamical behavior of solutions, we explore in this part the existence of limit cycles in system (3).

Theorem 4. Suppose h < h < min{h1,hy}. If m < r, then system (3) has at least a stable limit
cycle.

Proof. For h < h < min {h1,hs}, the equilibrium ¢* exists and it is an unstable focus or node.
Furthermore, if h < hs, the equilibrium g¢» is an unstable saddle point and if m < r, the origin pg is a
saddle point. Then there are two separatrices of saddle py and g» tends to a movement periodic.

As the set S is positively invariant for system (3), and system (3) does not have any equilibrium in
the interior of S\ {¢*}, it follows from the Poincaré-Bendixson theorem that system (3) has at least
a stable limit cycle which encircles ¢*. ]

Remark 2. Suppose h < h < min {h1,ha}. If m > r, ie. if harvesting rate of the prey is greater
than intrinsic growth rate of the prey, then the origin is globally asymptotically stable and gradually
the population density of both the species will decline and finally will tend to extinction and system (3)
has not any limit cycles in Ri'

3.4. Bifurcations of system (3)

In this section, we investigate the bifurcations that take place in system (3).
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3.4.1. Transcritical bifurcation

When m < r (1 — %), the coexistence equilibrium p* is a stable focus or node, while p; is an unstable
saddle point. When m = r (1 — c%), the two equilibria coincide and become p; = p* = (%,0). Once
m < r (1 — c%), both equilibria exchange stability as p* becomes an unstable saddle point and pq
becomes a stable node. The system (3) undergoes a transcritical bifurcation involving the two equilibria

p1 and p*at m=r (1 — c%) (Figure 3). A transcritical bifurcation diagram is given in Figure 4.

121 0.15] 0.15]
101 P
0.10] 010
0.81
0.61 0.05]
A 4 04
y(®) g4 y() y(t)
ol
021 | ~0.1
01 )23 -0.05
~0.2 r_’_—’\gk" -0.2
-0.101
0 0.1 02 03 0 0.1 02 03 ‘
x(t) a(t)
a b

0.8
0.2 oo
0.6
0.1
0.4+
0.2 *
. .. 04
X, Y

-0.1
-0.2
Y
-0.4+ . 02
-6 T T T T T T T
0 0.05 0.10 0.15 0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008
m h

Fig.4. The transcritical bifurcation diagram of x;  Fig.5. The saddle-node bifurcation diagram of x}

and y* versus m for system (3) with r = 0.1, k = 0.2, and z, versus h for system (3) with r = 0.04, k = 0.5,

a=0.1,¢c= 0.5 and d = 0.01. The red line with z; a = 0.1, ¢c=0.07, d = 001 and h; = 0.005. The

and blue line with y* represents the curves of the prey  dotted line with z} and solid line with z}, represents

and predator with equilibrium p; and p*, respectively.  the curves of the prey with equilibrium ¢; and g2,
respectively.

3.4.2. Saddle-node bifurcation

Suppose h > hy. The number of equilibria of system (3) changes from zero to two. From Propositions 3
and 4, when h > hq, there are no equilibrium points. When h = hq, there is one equilibrium point g,
that is a saddle-node. When 0 < h < hq, there are two equilibria ¢; and g2 which are respectively, a
saddle point and a node. Thus h = h; is a saddle-node bifurcation value (Figure 5).

3.4.3. Hopf bifurcation

The Hopf bifurcation is a very interesting type of bifurcations of systems. In this part, we analyze the
existence of Hopf bifurcation in (3) at the coexistence equilibrium ¢*.
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Theorem 5. When h = ﬁ, system (3) exhibits a subcritical Hopf bifurcation at the equilibrium
point q*.

Denote
V= {(c,d,a:,h) cR3: d > %, h=h <min{hy, ho} and o > o},
C

in order to show Theorem 5, we first prove the following proposition.

Proposition 6. If the parameter (c,d,Z,h) € V, then the equilibrium ¢* of system (3) is an unstable
weak focus of multiplicity one.

Proof. It follows from h = h that the positive equilibrium ¢* of system (3) satisfies the trace 79 =0
and the determinant Dy > 0, then the Jacobian matrix J2(¢*) has a pair of pure imaginary eigenvalues.
Hence, system (3) may undergo a Hopf bifurcation. We first shift the equilibrium point ¢* = (&, ) to
the origin using a change of coordinates X =z — 2 and Y = y — ¢, we get

ad

X = —— Y —aXY - Zx2,
. cr 2rd ’ (12)
Y = (———>X+CXY.
a ak
Then, we performed a suitable linear change of variables
1
TTE-m”
a 1 a
= —77}7
rd — 27"d2 (13)
T
P —
[rd — 27’d2
we obtain
I 2
U = —v+ a11uv + axou”, (14)
v =u+ bjjuv,

_ du dv a ra —cak
where o' U =92 a1 = —%—, ayp = and by = .
— T — T rd— QZ(Z (ckr—2rd)\/ d— 2Td2 (ckr—2rd)\/ d— 2”12

kc kc

To determine the stability of the equilibrium ¢*, we compute the Liapunov number o for sys-
tem (14) [26]. Moreover, if o # 0, then a Hopf bifurcation exists.
We have,

3m 3nra?
O = —ajiagy = 3 > 0.

2
2(ckr — 2rd)y\/rd — 2”[2

]
Proof of Theorem 5. From the Propositions 5 and 6, the equlhbrlum q* is a hyperbolic unstable
focus if h > h the equilibrium ¢* is a hyperbohc stable focus if 0 < h < h. Hence, when parameter h
passes through the bifurcation value h = h from one side of the surface V to the other side, system (3)
undergoes a subcritical Hopf bifurcation and an unstable limit cycle appears in a neighborhood of ¢*
when (¢,d,z) € V and 0 < h < h. [

4. Numerical examples

In this section, we study the dynamics of system (3) numerically to verify the obtained analytic results.

Example 1. We take the parameter values as r = 0.1, k = 0.2, a = 0.2, m = 0.01, c =04, d = 0.01
and T = 0.2 in appropriate units. In this case, pp = (0,0) and p; = (0,0.18) are both saddle points
and p* = (0.025,0.387) is globally asymptotically stable (see Figure 6).
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0.8 0.25

0.7

0 0.05 0.10 0.15 0.20 0 0.1 0.2 0.3 0.4 05
x(t) x(t)

Fig. 6. The phase portrait of system (3) when p* is  Fig.7. A stable limit cycle of system (3) encircling
globally asymptotically stable. the unstable equilibrium ¢*.

Example 2. Using the following parameter values r = 0.04, £ = 0.5, a = 0.1, ¢ = 0.07, d = 0.01
and m = 0.035, we obtain h;y = 0.005, hs = 0.00408 and h = 0.0016. Selecting £ = 0.05, we
get h = 0.00175. Thus h < h < min{hy,ho} and r > m. System (3) has a stable limit cycle which
encircles ¢* (see Figure 7). The equilibria pg = (0,0) and g2 = (0.45,0) are saddles and ¢* = (0.14,0.16)
is an unstable focus.

Example 3. Set r = 0.2, k = 0.5, a = 0.1, ¢ = 0.3, d = 0.01 and m = 0.1, we obtain h; = 0.025,
hs = 0.0062 and h = 0.00044. Selecting & = 0.003, we get h = 0.0003. Thus h < min {hl, ha, B}. The

phase portrait of system (3) is shown in Figure 8. The equilibria pg = (0,0), ¢1 = (0.49,0) are saddles
and ¢* = (0.03,1.77) is a stable focus.

0.3

y(t)

a, 4,

0 0.1 0.2 0.3 0.4 05 0 0.1 0.2 0.3 04 05
x(t) x(t)

Fig. 8. Two limit cycles of system (3) encircling the = Fig.9. The phase portrait of system (3) with glob-
stable equilibrium ¢*. ally asymptotically stable equilibrium py and positive
unstable equilibrium ¢*.

We can see in this example that model (3) could exhibit more dynamical features: two limit cycles
surrounding a positive equilibrium ¢*, one stable and one unstable (see Figure 8). A trajectory (the
dotted line) between the outside and inside periodic orbits ultimately tends to the outside periodic
orbit, but a trajectory (the black line) starting from within the unstable periodic orbit finally tends to
equilibrium ¢*.
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Example 4. If we take r = 0.04, m = 0.07, k = 0.5, a = 0.1, d = 0.01 and ¢ = 0.07, we obtain
hi = 0.005, hy = 0.00408 and h = 0.0016. Choosing Z = 0.025, we get h = 0.00175. Thus h < h <
min {hy, ha} and r < m. The equilibria pg = (0,0) is globally asymptotically stable, ¢g; = (0.048,0)
and g2 = (0.45,0) are both saddle points and ¢* = (0.14,0.16) is an unstable focus. In this case, the
population density of both the species tend to extinction (see Figure 9).

5. Conclusion

In this work, we have discussed the effects of non-smooth switched harvest on the prey for the predator—
prey model (1). We have performed a qualitative analysis, thus examining the dynamics of the proposed
model, and we have studied the existence and the global stability of the equilibrium. We have also
shown the existence of at least one limit cycle when the harvesting rate of the prey is less than its
growth rate and we have shown the existence of a second limit cycle numerically. We have shown that
model (3) exhibits three bifurcations: a transcritical, a saddle-node, and a Hopf bifurcations. Finally,
some numerical examples of the model are provided to illustrate the theoretical results.

Our model exhibits new dynamics compared to the existing harvesting models. We could show some
differences for the model (3) with switched harvest on the prey and the model in [6] with switched
harvest on the predator. We would like to simultaneously introduce the switched harvest in both prey
and predator populations and add a superpredator to the model. The dynamics may be far richer and
more complex, like the existence of a chaotic attractor [27].
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OvHamiyHa noBegiHka moaeni ‘xu>kak—xkeprtea'’
3 Hen1aBHUM 3400yBaHHSIM >XKEPTBWU

Mesiani T., Moxme6 H.

Jlabopamopis npukaadnoi mamemamuru, Paxysvmem mownwux Hayk, Ynisepcumem Bedorcatia, Anorcup

Mertorio 11i€l poOOTH € JTOCTIIZKEHHT TUHAMIKIA HOBOI MOJIE “XM2KaK—KepTBa”, Jie BUJI 2KePT-
BU IiJKOPSETHCS 3aKOHY JIOTICTUIHOTO 3POCTAHHS Ta MiIIA€THCA HETJIAKOMY IePEeMUKAH-
HIO 3100W9i: KON MIIJIbHICTH KEPTBU HIKYA 3HAYECHHS [TEPEMUKAHHS — IBUJIKICTD 3/100y-
BaHHSI XKEPTBU € JIHIHO0, B IHITOMY BUIAJIKY — MIBUJIKICTE 3700yBanHs mocriitna. Onuca-
HO PIBHOBArW 3aIIPOIIOHOBAHOI CHCTEMU Ta JOCJIIIZKEHO 0OMeXKeHicTh 11 po3B’si3KiB. O0ro-
BOPIOETHCS ICHYBaHHS TEPIOIMIHUX PO3B’A3KiB, ITOKA3aHO TMOSIBY JABOX I'PAHUIHUX ITUKJIIB:
HECTIKOIO BHY TPIIITHBOIO MPAHMYHOIO IIUKJIY Ta CTIKOro 30BHIIMHBOI0. OCKiIbKY 3HAYEH-
Hsl TApaMeTPiB 3MIHIOIOTHCS, JIJIsi MOJIEJI BUSIBJIAETHCS JIeKLIbKA BUIIB Oidbypkariit, Takux
sIK TPAHCKPUTHUYHA, Ci/JI0-By3J10Ba Ta Xomda. Hakinens s miarBepaKeHHs] OTPUMaHUX
TEOPETUYHUX PE3YJIHTATIB MOJAHO JIEKIJIbKA YUCEJIbHUX IMPUKJIAIIB MOJIEJI.

Knto4vosi cnoBa: modeadv “rusicarx—ocepmea’; nepemuranhsa 3006ysanmnsa; cmitixicmo; 6i-
PYpKaUia; 2paHUMHUT YUKA.
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