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Pedestrian segmentation is a critical task in computer vision, but it can be challeng-
ing for segmentation models to accurately classify pedestrians in images with challenging
backgrounds and luminosity changes, as well as occlusions. This challenge is further com-
pounded for compressed models that were designed to deal with the high computational
demands of deep neural networks. To address these challenges, we propose a novel ap-
proach that integrates a region proposal-based framework into the segmentation process.
To evaluate the performance of the proposed framework, we conduct experiments on the
PASCAL VOC dataset, which presents challenging backgrounds. We use two different
segmentation models, UNet and SqueezeUNet, to evaluate the impact of region proposals
on segmentation performance. Our experiments show that the incorporation of region
proposals significantly improves segmentation accuracy and reduces false positive pixels
in the background, leading to better overall performance. Specifically, the SqueezeUNet
model achieves a mean Intersection over Union (mIoU) of 0.682, which is a 12% improve-
ment over the baseline SqueezeUNet model without region proposals. Similarly, the UNet
model achieves a mIoU of 0.678, which is a 13% improvement over the baseline UNet
model without region proposals.
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segmentation; convolutional neural networks (CNNs).

2010 MSC: 68T45, 68U10, 94A08 DOI: 10.23939/mmc2023.03.854

1. Introduction

With the rapid advancement in technology, there has been an exponential growth of image data in
various real-world applications. Consequently, image understanding has become a crucial area of com-
puter vision research, which involves the identification and localization of objects within an image [1].
One important task in this field is object detection which has been extensively studied. Traditional
object detection methods are built on handcrafted features and shallow trainable architectures, but
their performance easily stagnates [2–5]. With the development of deep learning, more powerful tools
have been introduced to address these problems. Faster R-CNN is one such method that introduces
region proposal networks (RPNs) to generate region proposals and performs object detection on the
proposals [6]. You Only Look Once (YOLO) is another widely used object detection method that
directly predicts bounding boxes and class probabilities from the whole image [7,8]. YOLO has gained
popularity due to its high accuracy and fast inference speed. CornerNet is another object detection
method that detects objects as paired keypoints [9].

A more straightforward task is image segmentation which has garnered significant interest in recent
years [10]. Image segmentation is the process of partitioning an image into multiple segments or
objects. Two primary types of image segmentation are semantic and instance segmentation. Semantic
segmentation is a pixel classification problem with semantic labels. Its objective is to assign labels
to pixels within an image by dividing it into different semantic regions. Instance segmentation is an
enhanced form of semantic segmentation that involves the detection of instances for each category. Its
aim is to assign a unique label to each instance of a class in an image [10].
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In recent years, deep learning algorithms have made significant progress in image segmentation.
Among these algorithms, Convolutional Neural Networks (CNNs) have emerged as one of the most
effective and widely used architectures for image segmentation in the deep learning community [11–18].
This is primarily due to the fact that CNNs combine the capabilities of both feature extraction and
classification, making them highly effective for this task. CNNs can learn complex feature represen-
tations directly from raw data, enabling them to capture the visual appearance and shape of objects.
Consequently, CNNs have been highly successful in object segmentation, including pedestrian semantic
segmentation, as evidenced by their strong performance in recent studies [16–18].

Interest in improving the accuracy of convolutional neural network (CNN) architectures for im-
age segmentation has grown recently. However, the trend towards constructing very deep and complex
neural networks that achieve high accuracy has resulted in a significant demand for memory and compu-
tational resources, limiting their applicability in real-world scenarios [19]. These resource requirements
are especially problematic for devices with limited resources and restricted power and memory, such
as online learning and mobile phones [20]. Therefore, reducing the storage requirement and compu-
tational cost of neural networks has become a crucial area of research. In response, modern CNNs
have been designed to be more effective in real-world environments, and numerous studies have been
conducted to address these challenges.

The growing demand for more efficient and faster convolutional neural networks (CNNs) has led
to research efforts focused on reducing their storage and computational requirements. One popular
approach is the use of pruning techniques, which aim to remove redundant parameters that do not af-
fect network accuracy, thereby resulting in faster and more compact deep CNNs [21–26]. Additionally,
factorization and low-rank approximation methods have been applied to exploit the linear structure
of neural networks and reduce redundancy in deep learning models [27–32]. Furthermore, researchers
have designed small network architectures such as SqueezeNet that utilize depthwise separable con-
volutions to reduce parameters while maintaining similar accuracy to larger networks [33–38]. For
image segmentation tasks, compact filters have been proposed to replace over-parameterized filters in
existing networks, leading to models like SqueezeUNet that balance efficiency and performance [39,40].
However, some of these solutions tend to compromise performance for efficiency.

In this paper, we propose a novel framework that leverages region proposal to enhance the accuracy
of semantic segmentation in compressed models. Our approach addresses the challenge of preserving
the performance of compact models while maintaining high segmentation accuracy. We utilize YOLO
as a region proposal model and compare the performance of UNet and SqueezeUNet for semantic
segmentation tasks with and without region proposals. Additionally, we utilize the OCHuman dataset
to train the models and evaluate our proposed framework. The results demonstrate the effectiveness of
our approach in achieving improved segmentation accuracy while maintaining the compression benefits
of the models.

2. The proposed model: Region proposals based pedestrian segmentation framework

In this section, we provide an overview of the pipeline of our proposed framework, including the
models and datasets used for evaluation. First, we introduce the Yolo model, which is employed for
generating region proposals. Next, we describe two segmentation models used in our experiments,
namely UNet [39] and SqueezeUNet [40], and explain how they are used to evaluate the performance
of our proposed framework. Then, we explain the pipeline of the proposed framework. Finally, we
introduce the OCHuman dataset, used to train both segmentation models.

YOLO (You Only Look Once)

YOLO (You Only Look Once) is a state-of-the-art object detection model that is widely used in
computer vision research and applications. It is a neural network architecture that uses a single convo-
lutional network to simultaneously predict object bounding boxes and class probabilities. Compared
to previous versions, YOLOv3 has improved accuracy and speed, thanks to a variety of techniques
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including feature pyramid networks, improved training strategies, and darknet-53 as the backbone
network. YOLOv3 can handle detection tasks on a wide range of objects and scenes, making it a
popular choice for real-time applications such as self-driving cars, surveillance systems, and robotics.
There are more recent versions of YOLO, but we used v3 as it is largely sufficient of our use case. In
our work, we have adapted the YOLO v3 architecture to focus only on pedestrian detection, rather
than identifying all classes of objects as is usually the case (see Figure 1). For our experiments, we
utilized a pre-trained version of YOLO that had been trained on the widely-used COCO dataset. This
choice was motivated by the fact that the COCO dataset is one of the largest and most comprehensive
datasets available, which allows the YOLO model to achieve high levels of accuracy and robustness
across various scenarios.

Fig. 1. A sample of the output given by the used vesion of YOLO.

UNet

Fig. 2. The UNet architecture [39].

UNet is a very popular model widely
used for semantic segmentation tasks
in diverse fields such as medical imag-
ing, autonomous driving, and object
detection. It has demonstrated excep-
tional performance in detecting abnor-
malities, segmenting organs and tis-
sues, and improving decision-making
in autonomous vehicles. It is a
fully convolutional neural network that
takes an image as input and outputs
a pixel-wise segmentation map. The
UNet architecture consists of a con-
tracting path, which captures the con-
text and reduces the resolution of the
input image, and an expanding path,

which upsamples the output and fuses it with features from the contracting path to achieve fine-
grained segmentation (Figure 2). The UNet model has been shown to perform well on various datasets
and is widely used as a baseline model in semantic segmentation tasks.

SqueezeUNet

On the other hand, SqueezeUNet is a neural network architecture that is based on the UNet model,
with the added use of Fire units for model compression (Figure 3). The use of Fire blocks enables the
network to deal with redundant parameters and improve its overall size by utilizing compact filters for
convolutions. This is achieved through the use of two main layers: a “squeeze” layer that utilizes a 1x1
convolutional layer to reduce the number of channels in the input tensor, followed by an “expand” layer
that combines 1x1 and 3x3 convolutions to increase the number of channels in the output tensor. This
approach effectively reduces the number of parameters, thereby saving on memory and computation
costs.
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Fig. 3. The fire blocks used in squeezeUNet.

The pipeline

In our proposed pipeline, the input image undergoes initial processing by YOLO, which generates
bounding boxes for pedestrians. To enhance the accuracy of the segmentation model in challenging
backgrounds and complex scenes, we employ a novel approach wherein we generate separate images
for each bounding box instead of directly feeding the bounding box to the segmentation model. To
accomplish this, we apply a blur effect to the background surrounding the pedestrian within each
bounding box, thereby isolating the pedestrian and its immediate surroundings. By adopting this
approach, we avoid any potential distortion of shapes that may arise due to resizing the bounding
boxes to fit the input size of the segmentation model. Each of the resulting images is subsequently
passed individually to the segmentation model to produce a segmentation mask, which is then placed in
its corresponding location in the original image. A schematic representation of this pipeline is provided
in Figure 4.

Fig. 4. The pipline of the proposed region proposals-based framework.

OCHuman dataset

The dataset used for training the UNet and SqueezeUNet models is the Occluded Human dataset
(OCHuman) [41]. This dataset contains 4731 high-resolution (512×512) images with detailed instance
masks. The dataset was divided into training and validation sets, with a 70/30 split. The OCHuman

Fig. 5. A sample of OCHuman dataset used to train the models.

dataset was specifically designed for detection-free human segmentation and consists of images of
humans in the presence of significant occlusions (a sample of the data is shown in Figure 5). The
dataset is particularly challenging due to the presence of occlusions, variations in luminosity, and
complex backgrounds. The use of this dataset ensures that the trained models are robust to these
challenging conditions and can accurately segment pedestrians in various real-world scenarios. The
training was conducted using the same data and parameters on an NVIDIA Tesla K80 GPU and an
Intel Xeon 2.3Ghz CPU.
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3. Experimental results

In this section, we present the experimental results obtained from the proposed framework1. We
visually compare the segmentation results of UNet, squeezeUNet with and without region proposals.
Then, we provide the quantitative evaluation of the models using the Intersection over Union (IoU)
and Peak Signal to Noise Ratio (PSNR) which will allow us to compare the accuracy and quality of
the segmentation models. The experiments were conducted using an Intel i7 12th generation CPU and
an NVIDIA RTX 3050 GPU.

Fig. 6. Comparison of segmentation masks obtained by SqueezeUNet with and without region proposals on
a sample of data. The first column shows the input image, the second column shows the ground truth mask,
the third column shows the segmentation output obtained by SqueezeUNet without region proposals, and the

fourth column shows the segmentation output obtained by SqueezeUNet with region proposals.

In Figure 6, we present a visual comparison of the results obtained by the SqueezeUNet model with
and without region proposals. For each row, the first image shows the input image, the second image
shows the ground truth mask, the third image shows the mask overlay obtained by the SqueezeUNet
model, and the last image shows the mask overlay obtained by the SqueezeUNet model with region
proposals. The comparison demonstrates that integrating region proposals significantly improves the
segmentation accuracy, reducing the number of false positives in challenging images with occlusions
and complex backgrounds. The visual results provide a qualitative confirmation of the effectiveness of
our proposed approach.

To evaluate the performance of our proposed approach for pedestrian segmentation quantitatively,
we will use two commonly used metrics in image segmentation: Peak Signal-to-Noise Ratio (PSNR)
and Intersection over Union (IoU). PSNR is a measure of the reconstruction quality of an image

1Source code: https://github.com/MJLahgazi/PedestrianSegRP
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compared to a reference image, with higher values indicating better image quality. IoU is a measure
of the similarity between the predicted segmentation and the ground truth segmentation, with values
ranging from 0 to 1, where 1 represents a perfect match. The equations for PSNR and IoU are defined
as follows:

IoU =
TP

TP + FP + FN
, (1)

PSNR = 10 log10

(
2552

MSE

)
, (2)

where TP is the number of true positive pixels, FP is the number of false positive pixels, FN is the
number of false negative pixels, and MSE is the mean squared error between the predicted and reference
images. These metrics will provide quantitative measures of the performance of our proposed approach
compared to baseline models.

Table 1. A sample of the values of PSNR and IoU ob-
tained by SqueezeUNet with and without region proposals.

SqueezeUNet SqueezeUNet + RP
PSNR IoU Time PSNR IoU Time
12.38 0.74 1.14 16.99 0.90 1.25
5.64 0.04 0.87 22.75 0.72 1.27
7.20 0.03 0.85 25.22 0.64 1.28
9.36 0.17 0.84 16.73 0.69 1.26
18.87 0.41 0.84 21.82 0.65 4.35
14.25 0.47 2.06 15.83 0.61 5.18
10.76 0.19 2.08 21.02 0.72 3.07
14.14 0.30 1.98 18.74 0.63 2.40
7.45 0.14 2.11 18.73 0.71 3.12
23.22 0.28 2.11 25.86 0.57 3.07
13.14 0.18 2.08 21.63 0.55 5.10
12.55 0.59 2.16 17.77 0.84 4.99
12.25 0.66 0.92 13.67 0.76 3.02
5.79 0.15 0.88 18.01 0.77 2.09
7.72 0.23 0.83 17.13 0.74 2.10

Table 2. A sample of the values of PSNR and IoU
obtained by UNet with and without region proposals.

UNet UNet + RP
PSNR IoU Time PSNR IoU Time
13.52 0.80 1.08 14.02 0.81 1.46
13.81 0.16 0.95 26.04 0.84 1.35
14.03 0.09 1.08 25.07 0.63 2.84
4.35 0.12 2.33 13.47 0.46 3.32
17.25 0.31 2.80 22.90 0.71 6.05
11.31 0.24 2.50 15.27 0.60 5.90
11.11 0.18 2.58 20.54 0.69 3.34
12.24 0.14 2.31 18.85 0.65 3.69
9.08 0.18 2.32 19.13 0.69 3.49
9.84 0.02 2.50 25.70 0.35 3.44
17.09 0.12 2.45 21.01 0.44 5.83
10.96 0.47 2.53 16.74 0.81 5.97
10.64 0.59 2.54 11.94 0.68 5.44
11.58 0.29 2.35 17.32 0.73 5.96
5.87 0.16 2.35 15.23 0.64 5.92

Table 1 presents a comparison of the perfor-
mance of SqueezeUNet with and without the pro-
posed region proposal-based framework. The ta-
ble displays the values of both Peak Signal to
Noise Ratio (PSNR) and Intersection over Union
(IoU) obtained for a sample of images using both
models, the best values are highlighted in bold.
Additionally, we report the elapsed time required
to obtain the segmentation output for each model.
The results clearly demonstrate that the incorpo-
ration of region proposals improves the segmenta-
tion performance significantly for all the images in
the sample. The values of both PSNR and IoU are
consistently higher for the SqueezeUNet model
with region proposals compared to the baseline
model without them. Furthermore, the elapsed
time for the proposed framework is comparable to
that of the baseline model without region propos-
als, indicating that our approach does not require
significant additional computation time.

In Figure 7, we provide a visual comparison of
the segmentation results obtained with the UNet
model, following the same layout as in the com-
parison of squeezeUNet. This comparison illus-
trates that the integration of region proposals has
also had a positive impact on the segmentation
performance of the UNet model. The images in
the first and second columns represent the input
images and the ground truth segmentation masks,
while the third and the fourth columns show the
segmentation results obtained without and with
the use of region proposals, respectively. It is evi-
dent from the comparison that the addition of re-
gion proposals has led to more accurate and pre-
cise segmentation results, with fewer false posi-
tives and false negatives. Overall, these results
demonstrate the effectiveness of our proposed framework in improving the performance of state-of-the-
art segmentation models.
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Fig. 7. Comparison of segmentation masks obtained by UNet with and without region proposals on a sample
of data. The first column shows the input image, the second column shows the ground truth mask, the third
column shows the segmentation output obtained by UNet without region proposals, and the fourth column

shows the segmentation output obtained by UNet with region proposals.
Table 2 provides a quantitative analysis of the segmentation performance of UNet, further sup-

porting our earlier conclusions from the experiments with squeezeUNet. The table shows the IoU
and PSNR values obtained from the UNet experiments and highlights the best-performing models in
bold. These results confirm that integrating region proposals significantly enhances the accuracy of
the segmentation model, consistent with our findings from the squeezeUNet experiments.

4. Conclusion

The proposed approach in this paper integrates a region proposal-based framework into the pedestrian
segmentation process. By using bounding boxes generated by the YOLO detector as input to the
segmentation model, it addresses the challenges of accurately classifying pedestrians in images with
challenging backgrounds and occlusions. The experiments conducted on the PASCAL VOC dataset
using two different segmentation models, UNet and SqueezeUNet, demonstrate that the incorporation
of region proposals significantly improves segmentation accuracy and reduces false positive pixels in
the background. The SqueezeUNet model is a compressed network, while the UNet model we used
is not as deep. Despite this difference, our proposed approach incorporating region proposals showed

Mathematical Modeling and Computing, Vol. 10, No. 3, pp. 854–863 (2023)
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significant improvements in segmentation accuracy for both models. The SqueezeUNet and UNet
models achieved mIoU values of 0.682 and 0.678, respectively, showing a 12% and 13% improvement
over their respective baseline models. The PSNR and IoU values confirmed these findings, and the
region proposal framework did not significantly increase the time needed for the segmentation.
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Покращення сегментацiї пiшоходiв за допомогою семантичної
сегментацiї CNN на основi регiональних пропозицiй

Лахгазi М. Дж.1, Аргул П.2, Хакiм А.1

1Факультет наук i технiки, Унiверситет Кадi Айяд, Марракеш, Марокко
2MAST-EMGCU, Унiверситет Гюстава Ейфеля, IFSTTAR, F-77477 Марн-ла-Валле, Францiя

Сегментацiя пiшоходiв є критично важливим завданням комп’ютерного зору, але мо-
делям сегментацiї може бути складно точно класифiкувати пiшоходiв на зображен-
нях iз складним фоном i змiнами яскравостi, а також оклюзiями. Ця проблема ще
бiльше ускладнюється для стиснутих моделей, якi були розробленi для роботи з ви-
сокими обчислювальними вимогами глибинних нейронних мереж. Щоб вирiшити цi
проблеми, запропоновано новий пiдхiд, який iнтегрує структуру на основi регiональ-
них пропозицiй у процес сегментацiї. Щоб оцiнити продуктивнiсть запропонованого
фреймворку, проведено експерименти з набором даних PASCAL VOC, який є склад-
ним фоном. Використовуємо двi рiзнi моделi сегментацiї, UNet i SqueezeUNet, щоб
оцiнити вплив регiональних пропозицiй на ефективнiсть сегментацiї. Проведенi екс-
перименти показують, що включення регiональних пропозицiй значно покращує точ-
нiсть сегментацiї та зменшує кiлькiсть помилкових пiкселiв у фонi, що призводить до
кращої загальної продуктивностi. Зокрема, модель SqueezeUNet забезпечує середнє
значення Intersection over Union (mIoU) у розмiрi 0.682, що на 12% краще порiвняно
з базовою моделлю SqueezeUNet без регiональних пропозицiй. Подiбно модель UNet
досягає 0.678, що є покращенням на 13% порiвняно з базовою моделлю UNet без
регiональних пропозицiй.

Ключовi слова: сегментацiя пiшоходiв; пропозицiї регiону; UNet; виявлення
об’єктiв; семантична сегментацiя; згортковi нейроннi мережi (CNN).
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