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A method of quasi-continuous image formation in observation devices with
discrete receivers

M. Y. Slonov, O. O. Maryliv *
Military-Diplomatic Academy named after Eugene Bereznyak. 81 Yuriya lllenka str., Kyiv 04050, Ukraine

The article proposes a new method of quasi-continuous image formation in observation devices with discrete receivers. The increase in the number of
spatial sampling points in the object image is provided by intraframe scanning. Scanning is carried out by a photosensitive matrix with a regularly
changed (controlled) density of the elementary receivers (CDR-matrix). The CDR-matrix contains identical elementary receivers. They are regularly
distributed over the matrix surface. The vertical and horizontal distance between adjacent receivers is a multiple of the size of the elementary receiver.
The CDR-matrix becomes equivalent in pixel dimensions to a larger photosensitive matrix. The magnitude of the multiplicity placement of the
receivers is chosen by the developer when designing the light-sensitive matrix. The image of the object by the CDR-matrix (a separate frame) is
composed of a series of snapshots. Each snapshot is formed by signals coming from all elementary receivers of the CDR-matrix. The number of
snapshots in the frame is set by the multiplicity of the size of the elementary receivers vertically and horizontally. While using intraframe scanning,
the CDR-matrix with a pixel size of the video format can operate in the mode of a photosensitive matrix with a pixel size of 2.5 MP. A CDR-matrix
with a pixel size of 6 MP can operate as a 48 MP matrix of a conventional design. A mechanism for storing a frame with observation results when
using a CDR-matrix is proposed. It assumes the use of the matrix addition operation. The signal matrix of the observed frame is considered as the sum
of the signal matrices of all the snapshots in the frame. Application of the developed method will make it possible to multiply the pixel size of the
image relative to the pixel size of the controllable photosensitive matrix. The advantages of the proposed method also include the absence of a
mandatory decrease in the effective area of an elementary receiver with an increase in their number in the photosensitive matrix; simplification of
hardware measures to reduce the effect of image shift on its quality; absence of information losses in the intervals between adjacent elementary
receivers.
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1. Materials and Methods

The observation devices are designed to observe an object by
its image. In them, the light-electric conversion is realized by
means of discrete photosensitive matrix.

Images are usually perceived by the human eye in the form of
unstructured spatial components of the object. At a high level of
magnification it is possible to notice that the image of object
details is composed of separate points (pixels).

The state of each pixel is determined by the state of the
conjugate part of the object, which is characterized by the value u,.
Therefore, the appearance of the observed area U can be regarded
as the distribution of random quantities of a system u, in the space
Q (Krasilnikov, 2011):

U:U{uj:ujDQ,j=(1,N)}, @)

where N is the number of pixels, which participate in the image
construction of the observation area.

Aggregate of values uj are characterizing a spatial distribution
of radiation energy (reflected or (and) generated) from details of
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object in the direction of device view. The content of the
observation area corresponds to the principle of casualty at any
current moment. The image X of an observation area (Fig. 1) can
be considered as a function of probability distribution P of values
X, of its elements (Krasilnikov et al., 2002):

X=x{x;:x; 0Q, /= N)}=P{x;:x, 0Q, j=(LN) )

This approach is appropriate when we are identifying,
analyzing and classifying typical landscapes based on the results
of their observation.
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Fig. 1. Fields of an object and its image in space Q
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In (2) the space Q 1s limited by the angle of view of observation
device. Elements x are functionally related to values u, by energy
calculation of the observation devices, taking into account its
spatial transfer properties.

The result of the observation of an object is spatial information
about its external structure (small details). As a consequence, the
structure of the observation devices is always aimed at
reproducing the smallest components of the object in the image
(Mitchell, 1984). Such possibility can be achieved by using the
receivers with the minimum spatial resolution.

The resolution of the observation devices is always limited.
That is why the image in (2) is considered as a set of X values of
the parameter X, in the image nodes — elements of resolution.
For digital image such nodes are separate pixels.

Discretization of an image into separate pixels will decrease
of some spatial information about the object. First, within each
resolution element the value of parameter X, is averaged.
Information about the distribution of the values of the informative
parameter x. is lost. If an individual pixel corresponds to space
AQI. the value of the parameter x, of the image X is averaged

within the pixel area to the value X, :

x=x{%,:x;00Q,j=(LN)%, =%,(0Q,) - x, =%}, 3)

Within a single pixel the gradations of the image cannot be
observed. As the value of AQ)j increases, the number of spatial
gradations of the informative parameter of the object is decreases.

Secondly, some details of the object image accounted for the
gap A between two neighboring pixels. This part of the image is
not involved in the light-electric transformation.

The design of the light-sensitive matrix provides for the
reduction of such losses. Pixels are made as small as possible
and placed as close together as possible. According to (3) the
requirements for decrease information will be as follows:

AQ; - 0,A - 0.x; - %, :j=(LN). 4)

Let’s pay attention to one more peculiarity of observation
devices. Both photo- and video- systems (both static and dynamic
observation devices) work with separate images. Such images
purchase specified iconic properties during exposure time — shutter

speed ¢,. While exposing, the value of X ; (within AQ/_ of each j-th

pixel) is accumulated over the exposure time ¢, to the value X;.In

this form the object image is read or remembered as:
x=x{z,:x,00,j=LN)F, =5,(8Q,) - x, =%}, )

If during the exposure time ¢, the relative position of the object
and the observer’s receiver will changes, so the values of Y,, 5 will

depend on the signal values at the neighboring pixels. This is the
so-called image shift, which leads to image distortion.

The change in the relative position of object and receiver
occurs in two cases. The first is when the object or (and) the
observation device is functionally movable. The second case is
unforced mobility due to unpredictable vibrations of: observer,
observation device, its components and parts. Therefore we mast
kept to a minimum the shutter speed for exposure.

For video devices the above remarks are also valid. In such
devices, the discretization of the object image takes place not
only in space, but also in time 7. A dynamic area is observed due

to viewing of a series of M images in time 7. Each i-th frame X" is
exposed at the moment 7, = 7/i. In this case, the image of the
object is formalized as:

X:{Xl} ={Xi{yri,/ 2 00/ =(LN), =)~‘j(AQ/) =% :g»l}’i :(I’M}
Each i-th frame of the video can be described as follows:
X' =Xi{7“ti,‘f ix, 00, =LN)X, =5 (AQ]) - X; 23,,}- (6)

Discretization in time, i.e. the limited frame rate of the video,
presupposes losing of information about the state of the object.
This refers to the time intervals between two consecutive frames
of the video. When choosing such an interval, one is guided by
the physiological properties of the human eye or the level of
dynamism of the area. In the first case, the limiting factor is the
constancy of the human eye. In the sense it is its time resolution.
If a single frame of the video is distorted, than the perception of
the entire video changes in a certain way.

The presence of spatial and time discretization of the image
leads to losing of some information about the object. Spatial
discretization excludes the possibility of documenting the details
between adjacent pixels and within an individual pixel. The time
discretization excludes from the image analysis the details of the
area that have changed between the i-th and (i+1)-th frames.

Let us limit our analysis by static (photographic devices)
systems. Conditions (4) can be partially detailed. Spatial
discretization of area Q in observation devices occurs by
constructing a receiver in the form of a matrix. Its pixel size is
determined by rectangular placement of m rows of elementary
receivers with n elementary receivers in each. In this case:

Q={aQ | j=(.mxn). O

Minimization of the value AQj will correspond to the
maximum possible increase in the number of elementary
receivers. According to (4, 5) the conditions of minimum spatial
losses will be:

(mxn)HOO,AHO,xj "fj:j:(l’N)~ (8)

This is the requirement for spatial discretization. While is
documenting the results of observing of the object, there is also a
time discretization. It is a consequence of image exposure during
photo- and video- recording. Time discretization will be minimal
at maximum possible light sensitivity of the receiver (Mitchell,
1984).

Thus, successful observation presupposes a non-structure
receiver with infinitely high light sensitivity. It is physically
impossible to realize such a receiver. There are several known
ways to partially solve the problem of limited spatial resolution.
They include the following hardware and algorithmic directions:

« structural improvements (Popov et al., 2015; Popov, 2018),
application of multicamera photographic devices (The largest,
2021) (but they complicate the observation device design);

« reduction of elementary receiver size to the diffraction limit
while is increasing of number of such receivers in a
photosensitive matrix (OWC, 2021; Rehm, 2021)
(unfortunately, their realization is technologically difficult and
they are limited by theoretical limits of applicability);

« taking into account in the design of the receiver tasks for the
observation of objects with a finite size of object recognition
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(Korobchynskyi et al., 2020) (but it is not always possible to
predict in advance the required depth of object recognition by
its image);

» using the features of zonal images of the object and its
components (Popov et al., 2007; Ferraris et al., 2018) (at
hyperspectral observation of the object is accumulated a huge
amount of information, its interpretation requires high and
specific qualification of the operator);

» application of neural network technologies, algorithms of
extrapolation, interpolation, probabilistic analysis and
estimation (Kwan, 2018; Stankevich et al., 2020) (it is a very
promising areas, which are based on the use of a priori
information like the results of observation and documentation
of the observation device).

It can be argued that the problem of increasing the number of
spatial discretization elements in the image of observation device
is currently not completely solved. The aim of the research is to
obtain a quasi-continuous image of observation device with
discrete receivers. This aim is achieved by developing a method
of obtaining such an image. Increasing the number of elements
of spatial discretization in the image is provided by intraframe
scanning. In this case, the pixel size of the image significantly
exceeds the pixel size of the photosensitive matrix. Requirements
to the pixel size of the matrix are decreased, hardware measures
for image shift compensation are simplified and the distance
between individual neighboring pixels is absent.

2. Results and Analysis

The method is based on element-by-element scanning of the
image. Scanning is carried out by a photosensitive matrix with a
regularly changed (controlled) density of elementary receivers
(CDR-matrix). A snapshot what is taken during scanning after
each displacement of the optical image relative to the
photosensitive matrix by one pixel. The number of K
displacements (accordingly the number of snapshots) is set in a
way, which all elements of sampling of the observation area are
scanned. The essence of it is next. The same elementary receivers
of size d are placed in the CDR-matrix. They are distributed in a
regular way on the surface of the matrix. The distance between
neighboring receivers is kd. The value k specifies the multiplicity
of placement of size d in the distance between two adjacent
elementary receivers by vertically and horizontally. Fig. 2 shows
an example of a section of CDR-matrix. Its horizontal placement
multiplicity is &, and its vertical placement multiplicity is k, The
value of the placement multiplicity is selected by the developer
during design of the photosensitive matrix. The initial data are
the requirements for image sampling and the physical possibility
of their realization in the given design.
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Image of the object by the CDR-matrix (separate frame) is
composed of a series of snapshots. Each snapshot is formed by
signals coming from all elementary receivers of the CDR-matrix.
The number of snapshots in the frame is set by multiplicity of
placement of size d by vertically and horizontally.

The first snapshot X, of the frame can be formalized by (3)
taking into account (5):

X, =x 1

Lﬁ%JDQJ:@mx@%J:%J@Qu)*%J=%J

©

In (7) m and n are the number of elementary receivers by
horizontally and vertically of CDR-matrix. Subsequent r-th
snapshots are formed similarly, but each time after displacement
of'image (or matrix) by one pixel. The shift is made in the direction
of vertical or horizontal row of receivers. It is the displacement
that ensures the documentation within the whole observed area.

Formalizing the frame of the total digital image X will be:

r=K
X%H:Z&, (10)

)(r :Xr{}lr,j :xr,j DQ] :(l’mxn)’r:(I’K)’sza)i)SrSK r’)?r,j - xr,j}'
an

In (8, 9), K means the number of snapshots, which is contained
in one frame. Compared to (3), in (7, 9) the symbol “approximately
equal” (=) is replaced by the symbol “tends to” (- ). The validity
of'this substitution is explained by two factors. An individual pixel
may have an arbitrarily small size within physical feasibility. The
inter-pixel gap A between two neighboring pixels is decreased to
zero. The image becomes quasi-continuous.

Examples of the sequence of frame formation are considered
in Fig. 3. In Fig. 3 a shows schematically a section of CDR-
-matrix with k = 2, k, = 0. In Fig. 3 a, the multiplicities of
elementary receiver placement are k, = 2, k, = 1. Blue pixels
characterize the density of placement of elementary receivers in
the CDR-matrix.

In this case the frame includes 3 snapshots for Fig. 3 a and 6
snapshots for Fig. 3 b. At time ¢ = 0 the first snapshot is exposed.
The image in it consists of the signals from the elementary
receivers d, in Fig. 3 (blue color). This is the first component
(snapshot 1) X, of frame X. The second snapshot X, is taken when
the image or matrix is moved horizontally by the amount d along
the line of elementary receivers (Fig. 4). The elementary receivers
will take position 2, as shown in Fig. 3. A snapshot X is taken
when the elementary receivers will be at position 3.

Fig. 2. Structure of a matrix with a regularly changed (controlled) density of elementary receivers (CDR-matrix)
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One frame, K =6

b

Fig. 3. Formation of a frame by CDR-matrix: a —k =2,k,=0,K=3; b — k =2,k,=1,K=6

Fig. 4. Generation of snapshots X, X, X,

For Fig. 3 b the formation of the frame is completed by
snapshots 4, 5, 6. The scanning continues in the direction of the
arrows after shifting the scanning line to the size d of one pixel.

The final image of the object is constructed by adding all
snapshots of the frame to each other. According to (10), for
Fig. 3 a the frame X consists of three snapshots:

r=3
X={X,}=ZX,=X1+X2+X3. (12)

In the general case, according to (11), the image in the frame
is formalized as:

X, =X A%, jOMLKxmxn)r=(LK)K =(1+k )1 +4,).5,, - x}
or:

Xr :Xr{;r,j :jD(l,KXan),r:(l,K),K :maXlSrS(Hk])(sz)r}.
(13)

The hardware implementation of this method involves solving

Image flatness (receiver)

two problems. The first one is to create a photosensitive matrix
of size (m X n) with a regularly changed (controllable) density
of elementary receivers (CDR-matrix).

The density of the distribution of elementary receivers is
determined by the distance between adjacent elementary receivers
by horizontally and vertically. They must be multiples of the size of
the elementary receiver d. Thus, the values of multiplicity coefficients
k, and k, are laid down. The CDR-matrix becomes equivalent in
pixel dimensions to a light-sensitive matrix of size (m_ X n ).

ms xns =(mxn)K = (mxn)(k, +1)(k, +1].  (14).

The results of calculations according to (14) are presented in
Table 1. The 640 x 480 video standard was considered as the
initial pixel size of the CDR-matrix.

Table 2 will also be interesting for the analysis. It shows the
results of calculations for CDR-matrix with different pixel size.

The data, which are presented in Table 1 and Table 2, are
visualized in Fig. 5. Due to intraframe scanning, the CDR-matrix
with pixel size of video format can work in the mode of
photosensitive matrix with pixel size of 2.5 MP. In CDR-matrix
with a pixel size of 6 MP can operate as a 48 MP matrix of
conventional design.
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Table 1.
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Physical and virtual pixel size of CDR-matrix for video format

Number of pixels by ~ Number of pixels ~ Number of Pixel size of the Virtual pixel size of the
horizontally, m by vertically, n snapshots per CDR-matrix. m X 1. MP equivalent matrix,
frame, K ms X ny, MP
640 480 1 0.31 0.31
640 480 2 0.31 0.62
640 480 3 0.31 0.93
640 480 4 0.31 1.24
640 480 6 0.31 1.86
640 480 8 0.31 2.48
Table 2.
Physical and virtual pixel size of the CDR-matrix
Pixel size of the CDR- Virtual pixel size of the equivalent matrix, my X ny, MP, at K
matrix, m X n, MP 1 2 3 4 6 ]
031 0.31 0.62 0.93 1.24 1.86 248
1.0 1.0 2.00 3.00 4.00 6.00 8.0
2.0 2.0 4.00 6.00 8.00 12.0 16.0
3.0 3.0 6.00 9.00 12.00 18.0 24.0
4.0 4.0 8.00 12.00 16.00 24.0 36.0
6.0 6.0 12.00 18.00 24.00 36.0 48.0
48
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Fig. 5. Pixel size of the image in the observation device with 6 MP CDR-matrix: row 1 is with modified density level; row 2 is conventional matrix

By increasing the value K and decreasing the pixel size, you
can achieve any pixel size of the image. In this case, it goes from
a discrete form to almost continuous (quasi-continuous).

Decreasing the pixel size of the photosensitive matrix will
increase the effective area of each elementary receiver. Due to
this, it is possible to decreasing the influence of spatial noise on
image quality. This will increase the light range of the observation
device (Korobchynskyi et al., 2021).

The second task is to change the mechanism of saving a frame
with the results of observation. Such a frame consists of K
snapshots. Each snapshot contains (m % n) values of signals from
elementary receivers. All snapshots do not contain repeating
pixels. According to the conditions of elementary receiver’s
distribution in the CDR-matrix, equation (10) can be considered
as a matrix. In this case, the frame matrix is memorized as a
matrix sum of all snapshots of the frame. That is the elements of
the frame are all significant elements of all snapshots. All pixels
of the frame (image in frame) are the elements of the matrix of
this mode:

Online ISSN 2313-2132
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where x_ is the signal from the elementary receiver located in
the n-th row and the m-th column.

The frame with the observation area is formed from K
snapshots in such a way that from the pixel size of the image in
(m x n) it is necessary to go to the pixel size K X (m X n) of the
frame. Then we will write (10) in matrix form:

r=K
X:Z&

where X and X matrix should have the same order horizontally
and vertically.

In this case, it should correspond to the format of a frame
(m_ % n_) instead of a snapshot memory. At the pixel size of the

5)
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CDR-matrix (m X n) the following relation determines the m_
and n values:

ms Xns =m(k1 +1)><n(k2 +1).

The size of the matrix of signals of each of the snapshots must
be the same. All matrix elements are columns and rows, which
are not involved in this snapshot in the information extraction,
will be zero. The matrix of signals from elementary receivers in
the CDR-matrix with k, =2, k, = 0, K= 3 (see Fig. 3 a) will take
the form that is shown in Fig. 6 a—c. Each matrix is memorized
by the system of signals from elementary receivers and augmented
with zero columns and (or) rows. Such additions correspond to
the signals about the areas of the observed area, which have
already been viewed.

The matrix of signals from all snapshots (the equivalent frame
matrix) is the result of summing the matrix of all snapshots (see
Fig. 6 d). There are no zero columns or rows in it. All its
components are elements of signal matrices of all individual
snapshots of the frame. In this case, is saved the data about
geometrical location of image elements.

x, 00 x, -~ x, 0 0|0 x,, 00

Xs 0 0O %, %, U 0110 %, 0 0

x, 00 x, - x, O 0|0 x,, 00
a

xll xlll xllZ x12

x21 x221 x222 x22

xnl xnll xnll an

optical snapshot, CDR-matrix must move relative to each other.
In this case all parts (pixels) of the image pass over the surface of
elementary receivers. During the movement is taken a series of
snapshots. Thirdly, each snapshot is exposed separately after
moving the image relative to the CDR-matrix by one pixel. Pixel-
by-pixel displacement is implemented in the surveillance tools
in the image shift compensation system. It is only necessary to
refine the law of change of image displacement rate
(Korobchynskyi et al., 2021).

Questions arise about the possibility of physical
implementation of photography with the CDR-matrix. First of
all it concerns time constraints. Each separate frame is formed
by summing up K snapshots. Each of them is exposed separately
with a shutter speed of 7,. The exposure time of a frame will be
(K %t ). 1f we take into account the time of image movement tm
per pixel (2 ... 8 um) between two consecutive snapshots, the
time ¢, for frame formation will be:

tk=(k1+k2 +2)(te+tm):K(te+tm)' (17)

The standard average shutter speed in the camera is 0.01 s.

- 0 x,, 0110 0 x,, O 00 x,,
- 0 x,,, 010 0 x,, O 0 0 x,,
e 00 x, 0 0[]0 0 x,, O 00 x,,
b Cc

xlm xlml xlmZ

me x2ml x2m2

xnm xnml xan

d

Fig. 6. The matrix of signals from elementary receivers: a — the matrix of signals of the first snapshot, b — the matrix of signals of the second
snapshot, ¢ — the matrix of signals of the third snapshot, d — equivalent frame matrix

The sequence of remembering pixels in the digital image will be:

7= Uisdnds )i OQK xmxn), (16)
wherej , j,, , are the serial number of pixels in the first, second
and third snapshot, respectively; j is the serial number of the
pixel in the frame.

Thus, when forming a digital image of a frame according to
(12, 13), at the beginning the first pixels of all snapshots of the
frame are memorized, then all the second, third and so on. It is
obligatory to observe the sequence of pixels, which are
memorized, both by numbers of elementary receivers and by
numbers of snapshots.

The formation of the frame in this case has a number of
features. Firstly, the frame, that is the image of the observed area,
is the result of the addition of a certain number snapshots. The
pixel composition of the snapshots does not overlap with each
other. The total sum of pixels of all images is equal to the number
of pixels of the frame. Secondly, during the frame formation the

Time tm can be considered close to this value. Then up to 10
frames are formed in one second at minimum sensitivity. At
medium sensitivity, it is already several dozens of frames. Such
frame rate will allow making not only image but also video
recording.

Almost all modern cameras have a mechanism of image
shift compensation. Such mechanism is made by mechanical,
optical or electronic scheme. By functional purpose, time
and spatial ranges of work it is similar to devices of
photography by using CDR-matrix (Korobchynskyi et al.,
2020).

There are physical limitations to the possibilities of observation
using a CDR-matrix. They include:

* the minimum possible or structurally feasible physical
dimensions of an individual pixel (elementary receiver);

* minimum possible or reasonable density of positioning of
elementary receivers of a light-sensitive matrix by energy and
hardware features of an observation device;

« accuracy possibilities of realization of necessary trajectory of
image scanning.
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3. Conclusions

The article proposes a method of quasi-continuous image
formation in observation devices with discrete receivers. The
method involves the use of a light-sensitive matrix with a regularly
changed (controlled) density of elementary receivers (CDR-
-matrix). Application of the developed method will allow
multiplying the pixel size of the image relative to the pixel size
of the controlled photosensitive matrix. The advantages of the
proposed method include:

* decreased requirements for the pixel size of the matrix;

* no obligatory decreased of the effective area of the elementary
receiver when increasing their number in the light-sensitive
matrix;

« simplification of hardware measures to decreased the effect of
image shift on its quality;

» absence of information losses on gaps between adjacent
elementary receivers.

References

Ferraris, V., Dobigeon, N., Wei, Q., Chabert, M. (2018). Detecting
changes between optical images of different spatial and spectral
resolutions: a fusion-based approach. IEEE transactions on
geoscience and remote sensing, 56, 1566—1578. https://doi.org /
10.1109/tgrs.2017.276534.

Korobchynskyi, M., Slonov, M., Rudenko, M., Maryliv, O. (2020).
Assessment of the effect of image shift on the results of photo-video
recording. Proceedings of the IEEE 40th International Conference
on Electronics and Nanotechnology, 641-645. https://doi.org /
10.1109/elnan050318.2020.9088766.

Korobchynskyi, M., Slonov, M., Rudenko, M., Maryliv, O., Pylypchuk,
V. (2021). Critical modes of photography: light sensitivity and
resolution. Communications in Computer and Information Science,
1158, 264-274. https://doi.org/10.1007/978-3-030-61656-4.

Krasilnikov, N. N. (2011). Digital Processing of 2D and 3D Images. BHV.
(in Russian).

Krasilnikov, N. N., Krasilnikova, O. I. (2002). Study of the efficiency of
the human visual system in recognizing static images. Journal of
Optical Technology, 69, 397—403.

Kwan, C. (2018). Image resolution enhancement for remote sensing
applications. ICVISP 2018: Proceedings of the 2nd International
Conference on Vision, Image and Signal Processing, 1-5. https://
doi.org/10.1145/3271553.3271590.

Mitchell, E. N. (1984). Photographic Science. John Wiley & Sons.

OWC Unleashes 2nd Gen ThunderBlade SSD Drives With a Top Speed
0of 5000 MBps. (2021). Retrieved from: https://www.dpreview.com/
news/2707357090.

Pat. 81195 UA, IPC GO6K 9/00, GO6K 9/46, GO6K 9/62, GO6K 9/80,
Method for enhancing spectral variability of lagospectral aerospace
images, Popov, M. O., Stankevich, S. A., Kozlova, A. O., Publ.
10.12.2007. (in Ukrainian).

Popov, M. A. (2018). On the technology of creating new technologies in
remote sensing. Ukrainskyj zhurnal dystancijnogo zonduvannja
Zemli, 17, 4-9. (in Russian).

Popov, M. A., Stankevich, S. A., Shklyar, S. V. (2015). Algorithm for
enhancing the distributional efficiency of images displaced by
subpixels. Mathematical Machines and Systems, 1,29-36. (in Russian).

Rehm, L. (2021). Samsung Launches 1/3.4" 20 MP Sensors for Use in
Smartphone Front Cameras and Telemodules. Retrieved from: https:/
/www.dpreview.com/news/5407916317.

Stankevich, S. A., Maslenko, O. V., Andronov, V. V. (2020). Neural
network technology adaptation to the small-size objects identification
in satellite images of insufficient resolution within the graphic
reference images database. Scientific Centre for Aerospace Research
of the Earth, National Academy of Sciences of Ukraine, 27, 13—17.
(in Ukrainian).

The largest digital camera in the world has a resolution of 3.2 gigapixels.
(2021). Retrieved from: https://tehnobzor.ru/stati/samaja-bolshaja-
kamera. (in Russian).

METO ©OPMHNPOBAHWA KBASUHEITPEPBIBHOI'O U30BPAKEHN A B BUJIOBBIX CPEJJCTBAX C AMCKPETHBIMU ITPUEMHUKAMMN

M. 1O. Cnonos, A. A. Mapslius

Boenno-nunnomaruueckas akagemus umeHu Eprenuns bepesnsika, yn. IOpus Mnbenxko 81, Kues 04050, Ykpanna

B crarpe npemiokeH HOBBIH c0co0 (OPMHPOBAHUS KBAa3HHENPEPHIBHOIO M300pa’KeHUsI B BUJOBBIX CPEACTBAX C JUCKPETHBIMH IMPHEMHHKaMU.
‘VBenuueHne KOJIMIeCcTBa AIEMEHTOB IPOCTPAHCTBEHHOM TUCKPETU3ALHIHU B H300paXKeHIH 00BEKTa 00€CIIeUrBaeTCsl BHY TPUKAIPOBBIM CKAHHPOBAHUEM.
CKaHHpOBaHHE OCYLIECTBISCTCS CBETOUYBCTBUTEIBLHOM MaTpUIEH ¢ 3aKOHOMEPHO M3MEHEHHOH (yIpaBisieMOil) INIOTHOCTBIO pa3MENeHHUs
oneMeHTapHEIX npueMHuKoB (YPOII-marpuna). B YPOII-MaTtpune pa3MelieHsl OAMHAKOBBIC dIEMEHTapHbIe NPHEMHHKH. OHH 3aKOHOMEPHO
pacnpeesneHsl 10 TOBEPXHOCTH MaTPHLbL. PaccTosiHuE MEX1y COCEHMMH TPUEMHUKAMHU IO BEPTUKAIN U TOPU3OHTAIIU KPATHO pa3Mepy IIEMEHTapHOTO
IpHeMHUKa. 3aKOHOMEPHO U3MeHEHHas (YIpaBsieMast) INIOTHOCTBIO Pa3MeIeHHUs 2IeMEHTapHBIX IPHEMHUKOB MaTPHUIIAa CTAHOBHUTCS 9KBHBAJICHTHOU
10 MUKCENBHBIM pa3MepaM CBETOUYBCTBHTENIBHOI MaTpHIe OoiblIero pasMmepa. BeqnunHa KpaTHOCTH pa3MENICHUsS NPHEMHUKOB BBIOHpaeTCs
pa3pabOTYNKOM IIPH KOHCTPYHUPOBAaHHU CBETOUYBCTBUTENEHOH MaTpuIbl. M3o0paxkenue oosexra Y POII-maTpuneii (OTIeIbHBII Kap) COCTaBIsLETCS
13 CepHU CHUMKOB. Kakblii CHUMOK (hopMHpYeTCsl CHI'HAJIaMH, ITOCTYHAIOIIMU OT BCEX AIEMEHTAPHBIX IpHeMHUKoB Y POII-marpursl. Konnuectso
CHMMKOB B KaJIpe 331a€TCsl KpaTHOCTBIO Pa3MEILEHUs pa3Mepa 31IEMEHTAPHBIX IPUEMHHKOB [0 BEPTUKAJIM U TOPU3OHTAIH. biiaronapst BHyTpUKaipoBOMY
ckanupoBaHuio Y POII-maTpuia ¢ THKCETbHBIM Pa3MepoM BHIe0 popMaTa MOXKET paboTaTh B peKHME CBETOUYBCTBUTEIILHON MAaTPHIIBI 3 THKCEIEHBIM
pa3mepoMm 2,5 Mnk. YPOII-maTpuia ¢ MHKCEIbHBIM pa3MepoM 6 Mk MoxeT paboTars kak 48 Mk MaTpuna oObI9HOM KOHCTpyKIuU. [Ipeioxken
MEXaHH3M COXPAaHEHHMsS KajJpa ¢ pe3yibTaTaMd HaONIONeHUs NpH ucronb3oBaHuu YPOII-marpunsl. OH mpenmonaraeT HCIOIb30BAHHE ONEPAIlIH
MaTpUYHOTO CIOXKEHHS. Marpuiia CHI'HaJIOB HaOII0aeMoro KaJipa pacCMaTpHBaeTCs Kak CyMMa MaTpHI CHTHAJIOB BCEX CHIMKOB Kajpa. [Ipumenenue
pa3pabOTaHHOTO CIOCO0a IO3BOJIUT KPATHO YBEIMYUTH MUKCENBHBIH pasMep H300pakeHUsl OTHOCUTENIFHO IHKCEIBHOTO pa3Mepa yIpaBiIseMoit
CBETOUYBCTBHTENBbHOW MaTpuipl. K mpenMymecTBaM HpPeAIoKEHHOTO CIoco0a OTHOCATCS TaKXkKe OTCYTCTBHE O0S3aTEIbHOTO yMEHBIICHHS
9((PEeKTHBHOI IITONIAN JIEMEHTAPHOrO IPUEMHIKA P YBEIWYCHHU HX KOJINYECTBA B CBETOUYBCTBHTEIBHON MaTPHIIE; YIIPOLICHHE alapaTHEIX
Mep [0 YMEHBIICHHIO BIHSHHS CIBUTa H300pakeHHUsI Ha €r0 KadeCcTBO; OTCYTCTBHE HH(OPMAI[HOHHBIX ITOTEPh Ha IIPOMEXKYTKaX MEXKTY COCSTHUMHU
3JEMEHTAPHBIMU MPUEMHUKAMH.

KuroueBble c10Ba: KBa3HHENIPEPEIBHOE N300paXKeHNe, BHYTPCHHEE CKAHHPOBAHKE, CBETOUYBCTBUTEIbHAS MATPHIIA, JIEMEHTEI MATPHIIBI

METO/] ®OPMYBAHHS KBA3IBE3ITEPEPBHOI'O 30BPAXKEHHS YV BUJOBUX 3ACOBAX 3 JIMCKPETHUMU ITPUIIMAYAMU

M. 1O. Cnonos, O. O. Mapunis

Boenno-numiomatnyHa akajgeMist imeHi €srenis bepesnsika, Byi. I0pis Iitenxa 81, Kuis 04050, Ykpaina

B crarri 3anpononoBanuii HoBuH MeTox (opMyBaHHS KBa3iOe3nepepBHOTO 300paXKeHHS y BHIOBUX 3aC00aX CIIOCTEPEXCHHS 3 THCKPETHUMH
npuiiMadamMu. 30iTbOISHHS KINBKOCTI €JIEMEHTIB IMPOCTOPOBOI AMCKpeTH3aLii B 300pakeHHI 00’€KTa 3a0e3IedyeThCsl BHYTPINIHEO KaJpPOBHM
ckaHyBaHHsIM. CKaHyBaHHS BiJOyBa€ThCS 3a JOMOMOTOIO CBITIIOUYTIHBOI MAaTpHI 3 3aKOHOMIPHO 3MiHHOIO (K€POBAHOIO) YaCTOTOI PO3MIIIEHHS
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enementapHux npuitmadis (KPEIT-marpuns). ¥ KPEII-mapuri po3mineHHi oqHakoBi eleMeHTapHi npuiiMadi. BoHH 3ak0HOMIpHO po3HOfiseHi o
MOBEpPXHI MaTpHLi. Bincrane Mixk cycimHIMM ImpuiiMadaMH 110 BEpPTHKANI 1 TOPU3OHTANI KpaTHE PO3Mipy eeMEHTapHOTo mpuiiMada. 3aKOHOMIpHO
3MiHHa (KepOBaHa) 4aCTOTOIO PO3MIIIIEHHS eJIeMEHTapHUX NPHHMadiB MaTPHILI CTa€ €KBIBAJIEHTHOIO 10 MIKCEIBHOMY PO3MIipy CBITJIOWY TIIHBiil MaTpHIi
Oimpioro posmipy. BennunHa kpaTtHOCTI po3MillleHHS IpuiiMadiB 00HpaeThess PO3POOHHKOM IIiJ] Yac BHTOTOBJICHHS CBITIOYYTIHBOI MATpHI.
3o6paxenHs 06’ ekra KPEII-mapumi (oxpeMuii kajp) ckiafaeThbes i3= cepii 3HIMKiIB. KoxxHUI 3HIMOK (OpMY€ThCSI CUTHATIAMH, 1[0 TOCTYIIAIOTh BiX
BCix enemenTapHux npuiiMadis KPEIT-mapuni. KinbkicTs 3HIMKIB 3 IKCETBHIM PO3MipOM Bifieo (hopMaTy MOKe IPALIOBATH B PEKUMI CBITJIOUY TITHBOT
MaTpHIli 3 mikceabHUM po3mipoM 2,5 Mk, KPEIT-mapuiis 3 mikcensHIM po3MipoM 6 MITK Moxke IpamioBaTi sk 48 Mk MaTpHIlst 3BUdaiiHOT KOHCTPYKITIT.
3anponoHOBaHO MEXaHi3M 30epexeHHs KaJIpy 3 pe3ylbTaTaMu CliocTepeskeHHs npu Buxopuctanui KPEII-mapuni. Bix nepen6adae Bukopucranus
orepaniif MaTpUYHOTO CKJIafaHHs. MaTpHIsl CUTHAIIIB KaJpy, 0 CIIOCTEPIracThes, PO3MISNAETHCS SIK CyMa MaTPHIb CUTHAIIB BCiX 3HIMKIB KaJpy.
BukopuctaHHS pO3pOOIEHOT0 METORY JAO3BOJIUTH KPATHO 301MBIINTH MIKCEIbHHN PO3Mip 300pa)KeHHs BiTHOCHO MIKCEIBHOTO PO3MIpy KepoBaHOI
CBITIIOYYT/IMBOI Marpuli. [0 mepesar 3aponoHOBaHOTO METOAY BITHOCHUTBHCS TaKOX BiICYTHICTH 0OOB’SI3KOBOTO 3MEHIICHHS e()eKTUBHOI IO
€JIEMEHTapHOTO0 IpuiiMadi mpy 301IbIICHH] X KiNBKOCTI B CBITIIOUYT/IMBIil MAaTPHUIIi; CIPOIIEHHS aapaTHUX BUMOT 10 3MEHIICHHS BIUIUBY 3]BHTY
300pakeHHs Ha HOT0 SKiCTh; BIACYTHICT iH(OPMALifHUX BTpaT Ha MPOMDKKAX MDX CyCITHIMH eJIeMEHTapHUMH IpUiiMadaMH.

KuouoBi ci1oBa: kBazibesnepepBHe 300pakeHHsI, BHYTPILIHE CKAHYBaHHS, CBITJIOUY TJINBA MAaTPHILL, €IEMEHTH MaTPHII
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