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MEDIAN BASED ALGORITHM FOR SUB-PIXEL ESTIMATION
OF EXTREMA POSITIONS OF DIFFUSE LIGHT REFLECTION SIGNAL
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H. V. Karpenko Physico-M echanical Institute of the NAS of Ukraine, Lviv
E-mail: igreg@ukr.net

It has been proposed to utilize the median algaritbr determination of the extrema positions
of diffuse light reflectance intensity distributidsy a discrete signal of a photodiode linear
array. The algorithm formula has been deduced emése of piecewise-linear interpolation for
signal representation by cumulative function. Is leen shown that this formula is much
simpler for implementation than known centroid aitjon and the noise immune Blais and
Rioux detector algorithm. Also, the methodical sysitic errors for zero noise as well as the
random errors for full common mode additive noiaed uncorrelated noises have been estima-
ted and compared for mentioned algorithms. In thesas, the proposed median algorithm is
proportional to Blais and Rioux algorithm and cadlesably better then centroid algorithm.

Keywords: diffuse light reflectance, discrete signal, extremposition, centroid algorithm,
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AJITOPUTM OIIHIOBAHHS CYBIIIKCEJIBHUX ITOJIOXKEHb
EKCTPEMYMIB CUTHAJY IU®Y3HOI'O BIIBUBAHHSA CBITJIA
HA OCHOBI MEJIAHU

I. B. IsaciB
®diznko-mexaniynumii incTutyT iM. I'. B. Kapnnenka HAH Ykpainn, JInBiB

[Toxazano, 10 BaXJIMBOIO MPOOIEMOIO OL[IHKM CYOIIKCEIBHUX IOJIOKEHb EKCTPEMYMIB PO3IIO-
[y iHTEHCHMBHOCTI AM(Y3HOTO BiJOMBaHHS CBITJa 3a pe3yJbTaTaMHd BHUMIpPIOBaHb CHUTHATY
ceHcopa, c(hOpMOBAHOTO Ha JUCKPETHUX CBITIIOYYTIMBUX eleMeHTax (HOTOHI0NHOT JiHIHKH, €
CHJIBHHUH BIUIMB LIyMiB Ha nepudepiiiHux enemeHTax. Bka3zaHuil YMHHHK CYTTEBO 3HIKYE
e(EeKTUBHICTh BIJIOMHUX aJITOPUTMIB OLIHKH IOJOKEHb EKCTPEMYMiB HEIICPEPBHUX CHT'HANIB HA
OCHOBI JAUCKPETHUX BUMIPIOBAaHb, 30KpeMa, alTOPUTMY IEeHTpoina. 3 iHmoro 60Ky, CTifikuil 10
IIyMiB anroputM aerekropa bieiisa—Pio Bim3HauaeThes CriIagHICTIO iMIUIeMeHTanii. 3amporno-
HOBaHO BHKOPHCTOBYBATH JITOPUTM MEJIaHU Ul OLIHKH CYOIIKCEIbHHX ITOJIOKEHb EKCTpe-
MYMIB CHTHaIy, SIKMH, 3 OIHOrO OOKY, € JOCTAaTHBO CTIMKHil 1O LIyMiB, a 3 {HIIOTO — 3HAYHO
MpOCTIlIMi B IMIUIEMEHTALli1, HABITh MOPIBHSHO 3 aAITOPUTMOM IieHTpoina. [oscHeHO OCHOBHY
iZIet0 aNropuTMy Ta BUBEICHO BiANOBIAHY (GOPMYIY OLHKH IOJIOKEHHS €KCTPEMYMY CUTHAITY
Ha OCHOBI MOJAHHS 5-CJIEMEHTHOTO HMCKPETHOTO CUTHATY (OTOMIOAHOI JiHINKKM y BHUIIISAL
KYCKOBO-JiHIfHOI KyMynsaTHBHOI (pyHKIii. OOUHCICHO Ta MOPIBHAHO MaKCHMalbHI IMOXHOKH
OIIIHOK TIOJIO’KEHb EKCTPEMYMiB MOJICIIEOBAHOT'O PO3MOILTY IHTEHCHBHOCTI AH(Y3HOTO PO3Cifo-
BaHHS CBITJIA 31 3aCTOCYBAaHHSM JI0 BiIIOBIIHUX MOJEIHOBAaHUX JUCKPETHUX CHUTHAJIB 3aIpo-
MIOHOBAHOTO aJITOPUTMY, aJITOPUTMY LIEHTpoina Ta anroputMy breitsa—Pio B ymoBax sk Bincyr-
HOCTI LIYMiB, TaK i 3a cMH(}a3HOro Ta HEKOPEIbOBAHOIO IIyMY. 3a BiJICyTHOCTI LIYMIiB MaKCH-
MaJlbHa METOJMYHA CHCTEMaTH4YHA MOXHUOKAa CTAaHOBHJIA. JUI S-€JIEMEHTHOTO JITOPUTMY LICH-
tpoina 0,06mm, 5-enementHoro anropurmy bieiiza—Pio 0,06 MM Ta 5-eeMEeHTHOTO alIrOPUTMY
menianu 0,04MM 3a Kpoky 1 MM CBITJIOYYTIMBHX €leMEHTIB (GoToxioHol miHikku. st cuH-
(hazHoro HIymy B jaiamna3oHi cmiBBigHomieHb curaan/urym Big 20 go 100 anropurm mepianu gae
neto Ginpini Bumankosi moxubku (MakcumansHa — 0,08mm), Hixk anropurm Bueiiza—Pio, are
3HAYHO MEHIII, HiK aIropuTM HeHTpoixa. [si HeKopelb0BaHOTO IIyMy B Jiara3oHi CIIiBBiI-
HoueHb curHan/uryM Bin 10 1o 1003anponoHoBaHui ajropuT™ MeiaHu 3abe3nednB HaliMeH-
Ii 3HAYCHHS MaKCUMAaJIbHUX BHIAIKOBUX noxubok (He mepesumyBanu 0,14mMm) cepen ycix
TPbOX AITOPUTMIB.

Kirouosi ciioBa: ougysne iobusanus ceimna, OUCKpemHUll CUSHAT, NOJIOMHCEHHSA eKCIMPEeMyMY,
aneopumm yeumpoioa, ancopumm bneiiza—Pio, arcopumm medianu, 3a6adocmitixicms, cucme-
Mamuyna noxubka, 6unaokos8a noxuoxa.
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Introduction. The problem of estimating the characteristicsamfasion damage
of metal surface in the form of submillimetre caion spots formed by agglomeration
of corrosion products on the elements of the serfaicrostructure [1-4] continues to
be considered. In particular, works [5, 6] propogedize the surface corrosion micro-
defects by the determination of the extrema posstimr diffuse light reflection inten-
sity distribution (Fig. 1) as long as such signatmcs provided the significant advan-
tage in terms of tolerance to fluctuations of mitafects location.

0.4-

0.35 -

0‘15 T T T t + t t t t
0 5 10 q, mm

Fig. 1. Extrema positions of the diffuse light eflion signals for different sizes of corrosionigsa
(I, — relative intensity measured by photodiode liregaay).

At the same time, an effective implementation apgmsed metrics requires the
determination of extrema positions with sub-pixetw@acy, namely within linear size
(hereafter, pitch) of a photodiode linear array@dPA) cell. The main drawback of the
most popular algorithms for extremum position deieation of continuous characte-
ristic by the discrete signal (the centroid aldorit[7-9], wavelet-based algorithms
[10], as well as the Gaussian approximation algorjtthe linear interpolation, the pa-
rabolic estimator algorithm, etc. [11]) is the sfgrant influence of the noises [9, 11].
From this point of view, the Blais and Rioux (BR3telctors [12] are the most tolerant
for the noise [11]. Another algorithm providing theise immunity is the median algo-
rithm for peak detection [13]. However, it is nexay to describe this algorithm con-
cerning the discrete signal of diffuse light reflen and compare it with BR algorithm
and centroid algorithm in terms of the noise imnyias well as complexity of imple-
mentation.

Both mentioned above centroid and BR algorithmstsome drawbacks restric-
ting their application.

Thus, based on the calculation of the first momenthe diffuse light reflection
signal pattern within extremum neighbourhood, thedednent centroid algorithm

X = 2527 81%§%29 1)
Sotsit Ht et 8
wheres is the maximal signal on PhDLA cellsy, s; are the signals on the left and
right (respectively) cells closest to the cell witlaximal signal (central cell},,, s; are
the signals on the left and right cells one pittitfer from the central cell, is grounded
on the incorrect assumption concerning signal catnagon in the centers of the sensor
cells. As a result, especially for narrow signabls the centroid algorithm has the
considerable methodical systematic error. In agldjtdouble weights for the peripheral
pattern elements cause the significant influenceaie on the random error of posi-
tion determination.
The BR algorithm is more tolerant to noises but,tba other hand, is more

difficult to calculate:
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__S_Z_S_1+§+§ . .
Xpp = [Pitch if (s_, + >(g+ 2.1
BR PPy— itch if (sp+s9)>(g3+ 9) (2.1)
_ —S,-S.+S§+S . .
and Xpp=—x2 =1 [Pitch if (s, +s4)<(§+ 2.2
BR . itch if (s, +s7)<(g+ 9) (2.2)

Therefore, the actual problem is to develop sughaiextremum sub-pixel posi-
tion determining algorithm that is simple and qudkerant to noises.

Principles of position determination based on median of signals spatial distri-
bution. If we have some signa{x) distributed continuously on the intervajin, Xmas
(Fig. 2), we can determine the center of méssf this signal by two ways. The first
way consists in calculation of the signal first m@rnormalized by signal “mass”:

X max

[ xs(% dx
><min
Xmax

[ s(xdx

Xmin

XO = (3)

that is known as the centroid algorithm. For thelément discrete signal we obtain
formula (1) forX, calculation.
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Fig. 2. Continuous signal on interval L, Xmay-

It is quite obviously that the sensitivity of monnénnctionslj)xps( X dx to signal
disturbances is proportional to the moment o;:de@onsequentl‘?/, the zero-order mo-
ment ljjs(x) dx should be the more tolerant to disturbances. Ttireanother way of
the ceanter of “mass” determination that can be rstable is solving the next equation:

Xm Xmax
[ syae | gxa (4)
Xmin Xm

Equation (4) is the equation for signal median (See 3).

Analytical solution of equation (4) is not a trivi@roblem. However, we can try to
solve it by rewriting integrals in equation (4)anthe Stieltjes form and doing the
following manipulations:

max

X X
J ds(3= | dg X (5)

xmin ><m
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X
where S( X =j g 2 d:is the cumulative function, and, consequently,atign (5) can

0
be written and solved in the following manner:
S(Xn) = X %)= & ¥ad— 6 %), (6)
S )+

7 Xm

T s(x)dx

: Xmin

25 1.5 0.5 X,0.5 15 x mm

Fig. 3. Definition of signal median.

Now, if we have the 5-element discrete sigral s, S, Si, S, we can build the
piecewise constant cumulative functix) with the nodal value§; = 0,S, = s,
S158,+513, §=52+51+%, S =s0+s 1+ +saANdS=5,+S1+H+S5+S
(see Fig. 4). But, piecewise constant function dassallow us to determine the center
of “mass” with sufficient accuracy. Therefore, weshapply some interpolation to the
obtained set of nodal values. A spline interpotaseems to be quite good for determi-
ning the center of “mass” (see Fig. 5). However,tb@ other hand, derivation of
algorithm formula with spline interpolation can $mme cumbersome.
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Fig. 4. Cumulative functio®(x) for discrete signal.
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Fig. 5. Spline interpolation for a piecewise constaumulative function.
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Algorithm derivation based on the median of piecewise linear cumulative
function. The more simple way of algorithm formula derivatisnapplication of the
piecewise-linear interpolation of cumulative fuocti(see Fig. 6).

In this case, we obtain solution in the centraklfwnaximal signal) sensor cell at

S(Xmin) + I fnasd)
2

line whereXmin = —2.5,Xmax = 2.5. The equation for the mentioned segmenttefpo-

lated cumulative function is derived in the follogiway:

$(0.5)- ”3(-0.5)E( «

the cross point of interpolated cumulative functi&® with

S04- §08)== 12 = (-0.5) ®
or 3(% =(”5{0.5)— ~55—0.5)) O( % 0.5¢ ¥ 0.5 9)

where S(-0.5)= S; = s,+ s; and$(0.5)= $ = S, + S;+ §
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Fig. 6. Piecewise-linear interpolation for the gi@tse constant cumulative function.

Then, taking into account that S(-2.5)= S;=0 and
S(25)=S = s,+ s;+ §+ $ 4the solution of equation

2

S(Xm) =
can be written as:
§(-2.5)+ §(2.5)

(8(0.5)- 5(-0.5) O(%, + 0.5) 'S¢ 0.5% A (11)

(sp+s1+ 9= sp- s X% +05)+ s+ = S‘2+&1+2‘°°+ EA (12)
SOEQXm+0.5):SLZJrSLlJr;JJr S5, -5, (13)
Xm=s_2+sL1+ %+2§E; $—2 52—251_0.5’ (14)

xmzs_2+sl+ $+ sl;ﬂ:—z Sp,—2 S~ § (15)

And finally,

I SSN 0474-8662. Bixdip i 06podka indopm. 2021. Bun. 49 (125) 41



_"S2"S1+t 8§+ $
Xm 25 . (16)

Algorithm validation and comparison with centroid and BR algorithms. The
simulation based on the modelled signal (see Bigac€éording to [6] was applied to
validate the new algorithm and compare it with @entroid and BR algorithms. For
this simulation, the signal of diffuse light reftem was calculated for a corroded sur-
face with the total area of corrosion spotsgf.15f = 0.07 mni and their concentra-
tion of 326 c. Corrosion grains were modelled as spherical coppgicles with a
base radius of im (or a base diametds = 2 um).

1

I, rel. un.

Fig. 7. Diffuse light reflection signals fori@n corrosion grains
(I; — relative intensity measured by photodiode liregaay).

The methodical systematic errors for zero noisevesas random errors for dif-
ferent types of noises were calculated for all f@ms$ of signal extrema. Then the
maximal errors of these position determination waken as the error estimates.

Thus, the maximal methodical systematic error & 5-element centroid algo-
rithm, 5-element BR algorithm and 5-element medidgorithm has made 0.06 mm,
0.06 mm and 0.04 mm respectively. That is, the aredilgorithm provides the least

methodical error.
Also, two types of noise were utilized for algonith comparison:
1) Full common mode (CM) additive noise (noises fockeaf 5 sensor cell

change synchronously)
N[5] = O-noise[E [G (17)

whereaoyise is the noise RM, is centralized random value normally distributeithw
the standard deviatiase = 1,G is the 5-element unit gain vector for sensor cells

(18)

®
1
N )

2) Uncorrelated additive noise
N[5] = 0-noise[]gz i]! i=15, (19)

where Ej] is the 5-element vector of random valdes
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A signal-to-noise ratio (SNR) for mentioned noisess determined amax /Onoise
wheresnax Was the maximal signal for the given PhDLA cells.

Fig. 8 and Fig. 9 show the result of calculated imak error of extrema positions
in case of full CM noise and uncorrelated noisspeetively.
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Fig. 8. Maximal random errors of signal extremaifpmss vs. SNR for centroid, BR
and median algorithms (full CM additive noise).

Uncorrelated additive noise
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Fig. 9. Maximal random errors of signal extremaifass vs. SNR for centroid, BR
and median algorithms (uncorrelated additive noise)

As it can be seen from Fig. 8, the median algoriginavides the maximal random
error of extremum position determination that imewhat greater than BR algorithm,
but much less than the centroid algorithm in castulb CM additive noise. On the
other hand, in case of uncorrelated additive nfuis@®hDLA cells (Fig. 9), the median
algorithm shows less maximal error than the cedtedgorithm and even a little bit
less error than BR algorithm.

CONCLUSIONS

The proposed median algorithm uses a much simpierula in comparison with
other algorithms so long as it contains fewer op@mna in the denominator (neither
total signal summation nor comparison). This altponi has a less methodical systema-
tic error (0.04 mm) than the centroid and BR aldpons. Also, it demonstrates much
better noise immunity (for maximal errors in 1008fetance interval) than the centroid
algorithm for full common mode noise. In particuldre maximal random error of the
median algorithm did not exceed 0.08 mm for SNROw2 0.04 mm for BR algorithm
and 0.1 mm for the centroid algorithm. For the urelated noises, the proposed algo-
rithm provides better noise immunity than the caidtalgorithm as well as BR algo-
rithm in SNR range from 10 to 100 (e.g. 0.14 mmO/23 mm and 0.15 mm respecti-
vely for SNR = 10).

Therefore, the signals median algorithm could lbememended for the determina-
tion of the extrema positions for diffuse lightlestion intensity distribution.

I SSN 0474-8662. Bixdip i 06podka indopm. 2021. Bun. 49 (125) 43



The reasonable next step is investigation of apglyine spline approximation for

the signal 5-element cumulative function to imprdwe proposed algorithm.
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