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LOCAL IMAGE CONTRAST ENHANCEMENT
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The analysis of models of light perception by humans, which serve as the basis for building
methods for improving the quality of images by enhancing their local contrasts, was carried
out. It is shown that the expression for determining local contrast is the basis for building an
algorithm for image quality improvement. Three types of local contrast are highlighted, in
particular absolute, relative and weighted, and the technology of building a method of image
quality enhancement using them is illustrated. A new method of image quality improvement,
which is based on the power dependence of the response of the human visual system to light
excitation, is described. The experimental study of its effectiveness, illustrated and confirmed
by image quality assessment, is carried out.
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HNIJCUJIEHHSA JIOKAJTBHHUX KOHTPACTIB 306PAKEHHSA
HA OCHOBI CTENEHEBOI MOJIEJI MO0 30POBOI'O CIIPUMHSATTS

P. A. Bopo6eanb Lo.P. Beperyasak ! I. B. IBacenko *2, T. C. Man3iii *
! diznko-mexaniunmii iHcTuTyT im. I'. B. Kapnenka HAH Yxkpaiuu, JIbBiB;
2 s o . “ . . P
HauionansHuii yHiBepcuter “JIbBiBChbKa MoTiTeXHiKa

O0poOIieHHsT 300pakeHb Y TIPOCTOPOBiiT 00IaCTi A MiIBUILCHHS X Bi3yalbHOI SIKOCTI Xapak-
TEPU3YETHCS BITHOCHOIO MPOCTOTOIO Ta MIBHIKOAIEI0. BogHOYAC MiICHIIEHHS JIOKATBHUX KOHT-
pacTiB y MpOCTOPOBiii 00JacTi € OCHOBHMM KOMIIOHCHTOM MOJIIIIIICHHS SIKOCTI 300pa)KeHHSI.
[IpoaHanizoBaHO MOEI CIPUHHSTTS CBIT/JIA JIIOAUHOO, SKi € OCHOBOIO JUIs MOOYIOBH METOIIB
MOJIMIICHHS SKOCTI 300pa)XeHb BHACHIIOK MiJCHICHHS 1X JIOKaJbHUX KOHTpacTiB. [TokasaHo,
110 BHpa3 /Ul BU3HAYCHHS JIOKAIFHOTO KOHTPACTY € 0a3010 /Uil MOOYJOBH aJrOPUTMY IOKpa-
LIEHHS SIKOCTI 300paXkeHHst. BHIIEHO TPH THITH JOKaIBHOTO KOHTpacTy (abCOMOTHHM, BiHOC-
HUI 1 3B)KEHUIT) Ta MPOUTIOCTPOBAHO TEXHOJIOTIIO MOOYIOBH METOY ITiIBHIIEHHS SKOCTI 30-
OpakeHHS 3 1X BUKOpucTaHHAIM. OJHAK 3rafaHi METOAHW He 3a0e3MeuyloTh PiBHOMIPHOCTI Mif-
CHJICHHSI KOHTPACTY SIK JUI1 BUCOKOKOHTPACTHUX AUITHOK 300pa)ke€HHs, TaK i JUIi HU3bKOKOH-
TpacTHHUX. 3apONIOHOBAHO HOBHI METOJ MOJIMIIEHHS SKOCTI 300pakeHHs, IKUi 6a3yeThcs Ha
CTETIeHEBIN 3aJIeKHOCTI peaKiii 30pOBOi CHCTEMHU JIFOAWHHU Ha CBITIOBE 30y/IKeHHS. BukoHano
EKCIIepUMEHTAJIbHE JOCITI/PKEHHsT HOro eeKTHBHOCTI MOpPIBHSIHO 3 BiIOMHMH MeTonamu. Pe-
3yJIbTATH OCIiKEHb IPOLTIOCTPOBAHO Ha TECTOBUX 300paXkeHHsIX. [lepeBaru 3ampornoHoBaHo-
IO METOJy HiATBEP/PKEHO OIIIHKOIO SIKOCTI 300paXkeHHsI, sika 0a3yeThCs Ha YOTHPHOX XapakTe-
pHCTHKaX MOHOXPOMHOTO HaIiBTOHOBOTO 300payKeHHsI — BIIXUJICHHI y3araJlbHEHOTO abCOJIIOT-
HOTO KOHTPACTy BiJ HOro CEepeAHBOro 3HA4YEHHs, OL[iHKAaX PIBHS ajanTaiii 30poBOI CHCTEMH
JIFOIMHU 32 SICKPABICTIO MiJl Yac CIPUHHATTS 300pa)KeHHs, IOBHOTH BHKOPHCTAHHS Ipajamii
ciporo Ta piskocri. Lleit MeTon moka3zye kpamli Bi3yaibHi pe3ylbTaTd B HMIMPOKOMY THHAMIY-
HOMY Jiara3oHi iHTEHCHUBHOCTEH 300pakeHHs MOPIBHSAHO 3 BiJOMHUMH METOJAMH Ha OCHOBI
a0COITIOTHOTO, BITHOCHOTO Ta 3BAKEHOTO JIOKAJIbHOTO KOHTPACTY Ta 3a0e3Medye piBHOMIPHICTh
IJICUIICHHS SIK JUTSl BUCOKOKOHTPACTHHX JISTHOK 300paKeHHs, TaK 1 JJI1 HU3bKOKOHTPACTHHX.

KiwuoBi cinoBa: o6pobnenus 300padicenb, N0KANbHUL KOHMPACm, cmeneHnese NiOCUNEHHs.,
8i3yanbHe CNPULHAMMS C8IMd.

Introduction. A wide application of robotic mobile systems for industry, medicine,

geology and everyday life requires the development of effective means of improving
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the quality of images almost in real time of their registration [1-2]. At the same time,
the enhancement of their local contrasts in the spatial domain is the basic component of
image quality improvement. It is the image processing in the spatial domain that is
characterized by relative simplicity and speed.

In [3] the author proposed a new local image enhancement technique which is
based on a logarithmic mapping function. The shape of mapping is adaptable to the
local luminance characteristics around each pixel. The mapping function combines
logarithmic, identity and inverted logarithmic mappings. Such an approach permits
simultaneous enhancement of the image luminance in bright and dark regions in the
image. This is achieved by using logarithmic mapping for dark image regions and
inverted logarithmic mapping for bright image regions.

In [4] authors conducted comprehensive survey of image contrast enhancement
techniques in spatial domain. To compare performance of the methods qualitatively
and quantitatively they used different performance measures designed for image
quality assessment. Authors highlighted absolute mean brightness error (AMBE) and
entropy as most commonly used image enhancement performance measure. Perfor-
mance of the image enhancement method is also compared by their ability to preserve
the main features of the image which reflect its quality. They consider such features as
entropy and brightness preservation, loss of structural information and so on. Among
various image datasets, which are used by different researchers for testing of their al-
gorithms, authors mention USC-SIPI database as the most widely used one. It is shown
that recursive median and mean partitioned one-to- one gray level mapping transfor-
mations for image enhancement (RMMGHT) is the method that preserves entropy and
provides minimal AMBE. As the overall conclusion the authors state that different
image enhancement approaches have different advantages and should be selected based
on user requirements.

However, known methods of enhancing local contrasts, which are based on the
use of absolute, relative or weighted contrasts [5-6], do not ensure the uniformity of
this enhancement in a wide dynamic range of image intensities. Therefore, it is relevant
to develop a method of enhancing local contrasts which uses a power model of image
perception as a means of visual stimulation in a wide range of its intensities.

Basic models of human light perception. The reaction of the visual system to
changes in intensities in their wide range is the basic component of the quantitative deter-
mination of changes in observed intensities. The main dependence here [7] is logarith-
mic-linear. It satisfactorily predicts the psychophysical reaction of a person to light exci-
tation and is described by the expression

lout (% ¥) = Ky [ K +Kalin (%, y)], 1)

where Ki, Ky, K are constants and 1j,(x,y) and I,y (X, y) are input and output

signal, respectively. Other models are also known [8]. They describe the reaction with
the expression

Kll in (X, y)
Ko+ lin (X, Y)
where Kj, K, are constants. In [5] Mannos and Sakrison studied various nonlineari-

ties, used in analytical measures of validity of image reproduction. They defined the
power nonlinearity as

lout (X’ y) = 2

lout (%, ¥) = 1in (x )] ®)
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where R is a constant. It provides good agreement between the calculated validity and
the subjective assessment of image quality. The paper [7] describes the basic points of
human perception of light. In particular, a source of white ligh L; is considered which
has a brightness Y and is located in the immediate vicinity to the second source of
white light L, with the same spectrum and brightness Y +AY . Measurements of

contrast sensitivity showed that the Weber ratio AY/Y i.e. the ratio of a barely

noticeable brightness difference to the absolute brightness value Y in a sufficiently
wide range of values Y , is almost constant and equal to 1...2% [7]. On this basis, it can
be asserted that the increase in lightness of the second source in relation to the first
should be determined by a logarithmic expression

ALy Ly} = logy (Y +AY ) ~logy (¥), @

and not by the difference in brightness AY . Since the differential of the logarithm of
brightness is equal

d[logy (Y)]= AI\;TODOgb (Y +AY)—log | = log, (e)c:(—Y, (5)

then the increase in the logarithm of brightness is equal to the Weber ratio (e — Euler’s
constant). Mannos and Sakrison [8] studied the possibilities of changing the validity of
reproduction of grayscale images using expression (3). In this case, the following value
becomes the measure of lightness increase

A{l, L} =(Y +AY)" —(Y)", (6)

where v is a constant. Cornsweet in his study [9] assumed that the response of photo-
receptors of the retina was described by a nonlinear rule (3). Then the corresponding
measure of lightness increase is calculated as

Ki(Y+AY) Ky

A{|‘1’|‘2}=K2+(Y TAY) Kyp+Y' @

where K, K, are constants.

Measures (4), (6) and (7) belong to local measures of lightness change. Global
measures are also often used to compare the brightness of strongly different light
sources. Such measures were obtained on the basis of empirical models built on expe-
rimental material. In particular, Priest, Gibson and McNicholas [10] proposed a simple
relationship

1
A=Y2, (8)
where the brightness Y changes from 0 to 100, and luminance varies from 0 to 10.
Ladd and Pinney [11] used a cube root scale
1
A=2,468-Y3 —1,636, 9)
where the brightness Y also changes from 0 to 100. In addition to these dependences,
Foss [8] introduced a logarithmic scale

A=IgY +0,25. (10)

Judd [9] introduced a luminance scale which took background illumination Yg
into account. In this case, luminance was determined by the expression
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A 0,1-Y (Yg +100)
o Yg+Y

At the same time, it should be noted that Judd’s empirical scale is similar in form
to expression (7), which describes the non-linear model of photoreceptor response.

Mokrzycki and Tatol [12] presented the most popular linear and nonlinear color
models and compared to the sample values. The problem of measuring the color
difference was investigated. It was concluded that not all color spaces are suitable for
uniform color measurement. Authors come to a conclusion that CIELAB is the most
suited for precise measurements. Newer varieties of Euclidian distance for precise
measurements were introduced.

Liberini and Rizzi [13] compared Munsell and Ostwald colour spaces for practical
applications. They propose to use Munsell colour-ordering system as a tool for measu-
ring hair colour appearance in different conditions stable in the case of light reflection.

Taking into account the above-described models of light perception by humans,
let’s consider the power model. We assume it is a two-component model, which uses
low-frequency and high-frequency components as the basic ones. Therefore, at the
beginning, we will show how the analytical expression of local contrast serves to build
a method for improving image quality.

Methods of image enhancement by strengthening their local contrasts. To illu-
strate the method of improving the image quality by enhancing its local contrasts, we will
choose three types of them — absolute, relative and weighted.

(11)

Method based on absolute local contrast. Absolute local contrast C; is described
by the difference between the intensity of an image pixel L and the average intensity
L of its neighbor pixels W

L =mean(L) (12)
LeW
as
L-L
G = , 13
17 LmAX (13)

where C; e[O,l] LMAX is the maximum possible value of the gray level of a pixel.
Then from (13) we obtain

L=L+sign(L-L)-LMAX -G, (14)
Then, enhancing the local contrast C; so that its new value C; meets the requi-
rement

‘cf ‘ >lcy, (15)

we form a new value L of intensity L
L =L +sign(L-L)-LMAX - (. (16)

The obtained expression (16) proves that the absolute local contrast (13) is the
basis of the synthesis of the unsharp masking method, which consists in forming a new
intensity of the image pixel L as the sum of the low-frequency component L (12) and

the amplified high-frequency component Cf .

Method based on relative local contrast. Relative local contrast C, is described
by the expression
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G = I (17)
for L>L wherefrom
L=t (18)
1-G,

Enhancing the local contrast C, so that its new value C, matches the
requirement

3| >lcal. (19)

we form a new value L of intensity L which is described by the expression

r-t (20)
1-C,
and for the case L > L by the expression
L*:E(l—cg). (21)
Combining expressions (18) and (21), we have
U=C(1-¢ )Sign(H) . 22)

The obtained expression (22) represents the method of the relative local contrast
enhancement [5,6].

Method based on weighted local contrast. Weighted local contrast C, is descri-
bed by the expression

L-L
Cy = —, 23
ST LA 3)
for L>L wherefrom
LG (24)
1-C,

Applying the local contrast C; enhancement described above, we form its new
value

c3|> [l (25)

and, accordingly, the new value L of intensity L (24), which is written as

*

L= Eﬂ, (26)
1-C;
and for the case L > L
« —1-C3
U'=L Ci : (27)
1+ C3
Combining expressions (26) and (27) we get
«\sign(C-L)
=] G . (28)
1-G;
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Expression (28) represents the weighted local contrast enhancement method.

However, the local contrast enhancement methods (16), (22), (28) described
above do not ensure the uniform enhancement of both high-contrast areas of the image
and low-contrast areas. To eliminate this shortcoming, we built another method, which
is based on the power-law formation of the reaction of the human visual system [14,
15]. We will describe it below.

A new method of power enhancement of local image contrasts. In the method
developed by us, the local contrast is described by the expression

_InL-InL
‘ InL

for the case L >L . This method also uses the local contrast enhancement, which is
described by the expression

(29)

‘cj{‘ >|Cy)- (30)

From the expression (29), we determine the quantity L and obtain that it is described

by the expression
L:exp[ InL } (30)

and for the case of the enhanced local contrast, from the value C, to Cj , we get a cor-

responding new value L as L :
1

* L 1-C
" —exp| 1L _ el (32)
(1— Ci)
For the case L > L the expression for the local contrast is as follows
InL-InL
= 33
4 T (33)
wherefrom

L=exp|(1-Cy)-InL]. (34)

Taking into account the enhancement of the local contrast (33) from C, to CZ we
have

L*:exp[(l—CZ)-an} (35)
or
L (36)
We can combine the obtained expressions (32) and (36) into one
o sign(C-L)
R A 37)

The obtained expression (37) demonstrates exactly the power dependence of the
influence of local contrast on the general procedure for image quality enhancement.

Image quality estimation. To evaluate the results of application of some image
enhancement method not only qualitatively but also quantitatively the image quality
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estimation metrics should be used [6]. Those metrics are divided into two classes
which evaluate image with [16—18] or without [19, 20] the reference.

Choi and Bovik [21] presented estimation called Flicker Sensitive—Motion-based
Video Integrity Evaluation (FS-MOVIE). This estimation computes filter responses on
both reference and corrupted videos on Gabor filters and deploys them through energy
model of motion perception and normalization. This estimation responses to the spect-
ral separations. The quality assessment is a combination of internal flicker visibility
index and motion-tuned measurements. It was tested on 4 databases. Experimental
results confirmed that the estimation correlates with human judgments of video quality.

Ding et al [22] presented a full-reference image quality assessment method of
deep image structure and texture similarity. It is based on the pre-trained VGG (Visual
Geometry Group) network for object recognition. They computed the global means of
convolution responses at each stage and established a universal parametric texture
model. The parameters of the proposed measure are optimized using human ratings of
image quality, and at the same time they minimize the distances between subimages.
The proposed model provides good predictions of human quality ratings, is robust to
such geometric transformations as translation and dilation.

In work [23], authors built models to learn content and quality-aware image
representations for no-reference image quality assessment on real images. They used a
Mixture of Experts approach to train of two encoders, that learn high-level content and
low-level image quality features accordingly. This approach allows making image
quality predictions compatible with CNN and traditional models. Authors also propose
a novel scheme for low-level image quality representation learning. Experimental
results demonstrated state-of-the-art performance. The proposed framework is flexible
to the changes and can be extended to other CNN architectures.

We will evaluate the image without a reference [6, 24]. The quantitative evalua-
tion of image quality is the product of four parameters of monochrome grayscale image

Q=100-KC-LQ-KQ-RQ, (38)
where KC is the deviation of the generalized absolute contrast from its mean value,
LQ is the assessment of the level of adaptation of the human visual system by the
brightness during the perception of the image, KQ is the estimation of the complete-
ness of the use of gray levels, RQ is the estimation of the sharpness.

Deviation of the generalized absolute contrast from its mean value is calculated as

KC:A:WQs—cgﬁ, (39)
where ngﬁ is the generalized absolute contrast of gray scale image with eight-bit per
pixel

abs _ 1 <255 - ©
Com =215 o|2|L ~T]+ 255~ [2|L ~ £] - 255[H (L) (40)

and H (L) is the histogram.

The level of adaptation of the human visual system by the brightness during the
perception of the image is estimated as follows

o1 2|E-o,5G| i
Q= — (41)

where G=K —1=2" -1 and n =8 is the number of bits per pixel.
Completeness of the use of gray levels is calculated by a formula
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KQ-2. 42)

where S is the number of gray levels, the number of pixels equal to which in the
image is greater than the threshold 3-N-M ($=0.001, N and M are the number of

rows and columns).
Sharpness is estimated as follows

RQ =1—exp [Z—S) (43)
where
b 2
RR=[(f (a)- f (b))‘l((ﬂd—(xx)J dx (44)

f(x) is asignal; a and b are the points located on the opposite edges of the level

change.

Such estimator (38) was chosen for the evaluation of grayscale images quality
since it essentially contains four different assessments which are versatile and compre-
hensive in determining the quality level of a given image.

Experimental results. The experimental results are given to demonstrate the
effectiveness of the proposed method of power enhancement of local image contrasts.
In particular, in Figures 1-4 the test images of Cameraman (Fig. 1a), Pout (Fig. 2a),
Tire (Fig. 3a) and Moon (Fig. 4a) are presented as well as results of their enhancement
by the method based on absolute local contrast (16) — Fig. 1-4b, method based on
relative local contrast (22) — Fig. 1-4c, method based on weighted local contrast (27) —
Fig. 1-4d and the proposed new method of power enhancement of local image con-
trasts (37) — Fig. 1-4e. The contrast is enhanced by an exponential function with a
power equal to 0.8.

Fig. 1. Input Cameraman test image (a) and results of its enhancement
by (16) (b), (22) (c), (27) (d) and proposed method (37) (e).

102 ISSN 3041-1823. Information Extraction and Process. 2024. Issue 52 (128)



Fig. 2. Input Pout test image (a) and results of its enhancement
by (16) (b), (22) (c), (27) (d) and proposed method (37) (e).

Fig. 3. Input Tire test image (a) and results of its enhancement
by (16) (b), (22) (c), (27) (d) and proposed method (37) (e).

The proposed method shows better visual results in a wide dynamic range of
image intensities compared to known methods based on absolute, relative local and
weighted local contrast and ensures the uniformity of enhancement for both high-
contrast areas of the image and low-contrast areas.
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Fig. 4. Input Moon test image (a) and results of its enhancement
by (16) (b), (22) (c), (27) (d) and proposed method (37) (e).

Described above image quality estimation (38) for the input images as well as for
the enhanced by known methods (16), (22), (27) and proposed (37) in Figures 1-4 are
presented in Tables 1-4.

Table 1. Image characteristics for Cameraman image from Figure 1

Figure | Enhancement type Q KC LQ KQ RQ

Fig. la Input image 15.858 0.914 0.466 0.507 0.734
Fig. 1b | Absolute contrast 22.153 0.949 0.469 0.564 0.883
Fig. 1c | Relative contrast 22477 0.947 0.471 0.572 0.882
Fig. 1d | Weighted contrast 22.616 0.946 0.476 0.565 0.889
Fig. 1e Power contrast 25.235 0.969 0.486 0.561 0.955

Table 2. Image characteristics for Pout image from Figure 2

Figure | Enhancement type Q KC LQ KQ RQ

Fig. 2a Input image 0.288 0.659 0.433 0.253 0.040
Fig. 2b | Absolute contrast 1.413 0.680 0.432 0.386 0.124
Fig. 2c | Relative contrast 1.280 0.677 0.432 0.377 0.116
Fig. 2d | Weighted contrast 1.712 0.680 0.434 0.383 0.151
Fig. 2e Power contrast 2.678 0.691 0.436 0.412 0.216
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Table 3. Image characteristics for Tire image from Figure 3

Figure | Enhancement type Q KC LQ KQ RQ

Fig. 3a Input image 8.109 0.880 0.210 0.555 0.789
Fig. 3b | Absolute contrast 9.356 0.911 0.212 0.523 0.928
Fig. 3¢ | Relative contrast 9.318 0.907 0.212 0.522 0.927
Fig. 3d | Weighted contrast 9.961 0.909 0.220 0.540 0.923
Fig. 3e Power contrast 10.601 0.935 0.232 0.501 0.977

Table 4. Image characteristics for Moon image from Figure 3

Figure | Enhancement type Q KC LQ KQ RQ

Fig. 4a Input image 2.768 0.996 0.208 0.388 0.345
Fig. 4b | Absolute contrast 3.797 0.996 0.210 0.400 0.454
Fig. 4c | Relative contrast 3.530 0.998 0.208 0.391 0.435
Fig. 4d | Weighted contrast 3.656 0.997 0.210 0.392 0.446
Fig. 4e Power contrast 4.252 1.000 0.212 0.378 0.530

As it can be seen from above presented Tables 1-4 the image quality estimation
measure Q as well as generalized image contrast KC are higher for the images obtained
by the proposed method of power enhancement of local image contrasts in comparison
with known ones based on absolute, relative and weighted local contrasts.

CONCLUSIONS

A new method of local image contrasts enhancement which is based on the power
dependence of the response of the human visual system to light excitation was propo-
sed. The results of the application of the developed method of image quality improve-
ment through the enhancement of local contrasts confirmed its effectiveness compared
to the methods based on absolute, relative and weighted local contrasts. This was
achieved due to the equalization of the degree of local contrast enhancement caused by
the use of a logarithmic scale when presenting the local contrast components. Experi-
mental studies are illustrated by figures and confirmed by image quality estimation
measure calculation.
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